Downloaded 01/19/25 to 76.94.209.219 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

SIAM J. NUMER. ANAL. © 2022 Society for Industrial and Applied Mathematics
Vol. 60, No. 3, pp. 1385-1449

NEURAL PARAMETRIC FOKKER-PLANCK EQUATION*
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Abstract. In this paper, we develop and analyze numerical methods for high-dimensional
Fokker—Planck equations by leveraging generative models from deep learning. Our starting point is
a formulation of the Fokker—Planck equation as a system of ordinary differential equations (ODEs)
on finite-dimensional parameter space with the parameters inherited from generative models such
as normalizing flows. We call such ODEs neural parametric Fokker—Planck equations. The fact
that the Fokker—Planck equation can be viewed as the L?-Wasserstein gradient flow of Kullback—
Leibler (KL) divergence allows us to derive the ODEs as the constrained L2-Wasserstein gradient
flow of KL divergence on the set of probability densities generated by neural networks. For numerical
computation, we design a variational semi-implicit scheme for the time discretization of the proposed
ODE. Such an algorithm is sampling-based, which can readily handle the Fokker—Planck equations
in higher dimensional spaces. Moreover, we also establish bounds for the asymptotic convergence
analysis of the neural parametric Fokker—Planck equation as well as the error analysis for both
the continuous and discrete versions. Several numerical examples are provided to illustrate the
performance of the proposed algorithms and analysis.
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1. Introduction. The Fokker—Planck equation is a parabolic partial differential
equation (PDE) that plays a crucial role in stochastic calculus, statistical physics, bi-
ology, and many other disciplines [44, 55, 59]. Recently, it has seen many applications
in machine learning as well [39, 52, 64]. The Fokker—Planck equation describes the
evolution of probability density of a stochastic differential equation (SDE). In this
paper, we mainly focus on the following linear Fokker—Planck equation:

) P8I g (V) + DAL ), p(0,7) = pla),

where z € R?, V: R? — R is a given potential function, D > 0 is a diffusion coefficient,
and p(zx) is the initial (or reference) density function. In numerical algorithms, there
exist several classical methods [54] such as finite difference [14] or finite element [29]
for solving the Fokker—Planck equation. Most of the existing methods are grid based,
which may be able to approximate the solution accurately if the grid sizes become
small. However, they find limited usage in high-dimensional problems, especially for
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d > 3, because the number of unknowns grows exponentially fast as the dimension
increases. This is known as the curse of dimensionality. The main goal of this paper
is providing an alternative strategy, with provable error estimates, to solve high-
dimensional Fokker—Planck equations.

1.1. Neural parametric Fokker—Planck equation. To overcome the chal-
lenges imposed by high dimensionality, we leverage the generative models in machine
learning [58] and a new interpretation of the Fokker-Planck equation in the theory
of optimal transport [68]. We first introduce the Kullback-Leibler (KL) divergence,
also known as relative entropy, defined by

DKL(pHP*):/ p(x) log < G ) dr, p.(r)= Le*%, with ZD:/ e da.
R4 p«() Zp R4

Here p.(x) is the Gibbs distribution. A well-known fact is that the Fokker-Planck
equation (1.1) can be viewed as the gradient flow of the functional D Dxr,(p||px)
on the probability space P equipped with Wasserstein metric g"¥ [23, 46]. Recently,
this line of research was extended to parameter space in the field of information
geometry [2, 3, 6], leading to an emergent area called transport information geometry
[33, 38, 36, 37].

Inspired by the aforementioned works, we study the Fokker—Planck equation de-
fined on parameter manifold (space) © C R™ equipped with metric tensor G, which
is obtained by pulling back the Wasserstein metric ¢ to ©. Here the metric tensor
G can be viewed as an m x m matrix that contains all the metric information on ©.
In this paper, we focus on the parameter space from generative models using neu-
ral networks. Our train of thought can be summarized as following. We start with
a given reference distribution p and consider a suitable family of parametric maps
{Tp}9co. Such Ty : R4 — R9 is also called a parametric pushforward map since it
generates a family of parametric distributions {Tpyp} by pushing p forward using Tjp
(see Definition 3.2). Then we consider the map T(.y; : © — P, 0 + Tpyp, which can
be treated as an immersion from the parameter manifold © to the probability man-
ifold P. We derive the metric tensor G(6) by pulling back the Wasserstein metric
via T(.)3. Once establishing (©,G), we can compute the G-gradient flow of function
H(0) = D Dxi(Tpsp || p«) defined on the parameter manifold. This leads to an ODE
system that can be viewed as a parametric version of the Fokker—Planck equation:

(1.2) 0, = —G(0:) "' VoH(6;).

Here (and for the rest of the paper) the dot symbol 0 stands for time derivative
%. Using the pushforward py = Tyyp, in which € is the solution of (1.2), we can
approximate the solution p; in (1.1).

There are many potential applications for the parametric Fokker—Planck equation.
For example, the solution of (1.2) can be immediately used for sampling, which is a
crucial task in statistics and machine learning. To be more precise, if the goal is draw-
ing a large number of samples from p; at N different time instances {t1,to,...,tn}
along the solution of (1.1), we can acquire N sets of parameters 6y, ,...,60;, from
the solution of (1.2), which provide N pushforward maps Ty,,,---+Tp,, . Thus the
desired samples at time tj, are {Tp, (Z1),...,Tp, (Zn)}, in which {Z1,...,Z} are
samples drawn from the reference distribution p. If needed, the pushforward maps
can be conveniently reused to generate more samples with negligible additional cost.

1.2. Computational method. For the computation of (1.2), we want to point
out that metric tensor G(0) doesn’t have an explicit form, and thus the direct com-
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putation of G(0) 1VeH(6) is not tractable. To deal with this issue, we design a
numerical algorithm based on the semi-implicit Euler scheme of (1.2) with time step
size h. To be more precise, at each time step, the algorithm seeks to solve the following
double-minimization problem:

(1.3)
min { ( / (2 V(@) - (Ty — Tp,) o Ty, (@) — [V (@) [) po, () dﬂf) +2hH (9)} !

with the constraint: ¢ solves ngn {/ [Vo(x) — ((Tp — Tp,,) © Te—kl(m))|2p9k () dac} .

Here pg, is the density of the pushed forward distribution Tp,sp (cf. Definition 3.2),
and ¢: R? — R is the Kantorovich dual potential variable for constrained probability
models in optimal transport theory. Hence (1.3) is derived following the semi-implicit
Euler scheme in the dual variable. The advantage of using this formulation is that it
allows us to design an efficient implementation, purely based on sampling techniques
which are computationally friendly in high-dimensional problems, to compute the
solution of the parametric Fokker—-Planck equation (1.2). In our implementation, we
endow the pushforward map Ty with certain kinds of deep neural networks known
as normalizing flows [58], because they are friendly to our scheme evaluations. The
dual variable ¢ in the inner maximization is parametrized by the deep rectified linear
unit (ReLU) networks [53]. Once the network structures for Ty and ¢ are chosen, the
optimizations are carried out by stochastic gradient descent method [62], in which all
terms involved can be computed using samples from the reference distribution p. We
stress that this is critical in scaling up the computation in high dimensions. It is worth
mentioning that we use neural network as a computational tool without any actual
data. Such “data-poor” computation is in significant contrast to the mainstream of
deep learning research.

1.3. Major innovations of the proposed method. There are two main in-
novative points regarding our proposed method:

e (Dimension reduction.) Reducing the high-dimensional evolution PDE to a
finite-dimensional ODE system on parameter space. Equivalently, we use
the dynamics in a finite dimension to approximate the density evolution of
particles that follow the Vlasov-type SDE

X, = —VV(Xy) — DVlog pi(X),
p¢ is the density function of distribution of Xj.

Here D is the diffusion coefficient as mentioned in (1.1). The density function
pt corresponds to the Fokker—Planck equation (1.1).

e (Sampling-friendly.) We distill the information of p; into parameters {6;} by
solving the parametric Fokker—Planck equation (1.2). By doing so, we are able
to obtain an efficient sampling technique to generate samples from p; for any
time step t. To be more precise, once we have applied our algorithm to solve
(1.2) for the time-dependent parameters {6;}, we can then generate samples
from p; by pushing forward the samples drawn from a reference distribution
p using the pushforward map Ty, with very little computational cost. Such
“implementing once for free future uses” mechanism is one of the significant
advantages of our proposed algorithm. It is worth mentioning that in the view
of both theoretical derivation and numerical implementation, our method is
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very different from Langevin Monte Carlo (LMC, MALA) methods [19, 60],
which aim at targeting the stationary distribution of the SDE associated
to (1.1), or moment methods [55], which focus on keeping track of certain
statistical information of the density p;.

1.4. Sketch of numerical analysis. In addition to the method proposed for
solving (1.1), we also conducted a mathematical analysis on (1.2) and our algorithm.
We established asymptotic convergence and error estimates for the parametric Fokker—
Planck equation (1.2), which are summarized in the following two theorems.

THEOREM 5.1 (asymptotic convergence). Consider the Fokker—Planck equation
(1.1) with potential V' and diffusion coefficient D. Suppose V' can be decomposed as
V =U+ ¢ with U € C3(RY), V2U = KI' with K > 0 and ¢ € L=(R%), and {0;}
solves (1.2). Then the following inequality holds:

(5 Y Y
Dirpo,|p+) < ——(1— P22t + Diep(pp, [l p)e =21,
ApD?

where py is the Gibbs distribution, Ap > 0 is a constant related to the potential
function V. and D, and &g is a constant depending on the approximation power of
pushforward map Ty.

THEOREM 5.11 (approximation error). Consider the Fokker—Planck equation (1.1)
with potential V', diffusion coefficient D, and initial density py. Assume that X is a
lower bound of Hessian of potential V, i.e., V2V = M, &y is defined in Theorem
5.1, Eog = Wa(pe,, o), and do, Ey < 1; then the following uniform bounds for the
L2-Wasserstein error Wo(pg,, pt) hold:

o When X\ >0, Wal(pg,, pt) < max{/do/\, Eo} ~ O(v/do + Ep).

o When A =0, Wa(po,. pr) < 432 log 5B + Fo ~ O(Viglog e + Eo).

o When A <0, Wa(pg,, pt) < AVdo + C (Eg +3o/|\)" ~ O((Eo + v/30)%).
Here §g is a constant depending on the approximation power of pushforward map Tp.
up, A, B,C > 0 are constants depending only on V, D, pg,0y. a = IMM%MD is a certain
exponent between 0 and 1.

This result reveals that the difference between the solutions of the parametric
Fokker-Planck equation (1.2) and the original equation (1.1), measured by their
Wasserstein distance Wa(py,, pt), has a uniformly small upper bound if both the ini-
tial error Ey and §p are small enough. Most of the techniques used in our analysis
for establishing such a result rely on the theory of optimal transport and Wasserstein
manifold, which are still not commonly used for numerical analysis in the relevant
literature.

Besides error analysis for the continuous version of (1.2), we are able to provide
the order of Wa-error for the numerical scheme when (1.2) is computed at discrete
time by numerical schemes. To be more precise, if we apply the forward Euler scheme
to (1.2) and compute {6y} at different time nodes {tx}, we can show that the error
at t: Wa(pe,,pr,) is of order O(y/8g) + O(Ch) + O(Ep) for finite time ¢. This is

summarized in the following theorem.

THEOREM 5.14 (error for discrete scheme). Assume that {p;}i>0 is the solution
of (1.1) with potential satisfying \I < V2V =< AI, and {0x}5_, is the numerical
solution of (1.2) at time nodes ty, = kh for k =0,1,..., N computed by the forward

I'The matrix V2U(z) — KIgx4 is nonnegative definite for any = € R%.
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Euler scheme with time step h. Recalling g as mentioned in Theorem 5.1, we denote
Ey = WQ(ﬂQmpO)y giving us

1— — Atk
Wal(poys pr,) < (\/%h + Ch2)% + G_M'“EO ~ O(\/%) + O(Ch) + O(Ey),

0<k<N,

where C' is a constant depending on N and h.

This indicates that the Wa-error is dominated by three different terms: O(+/dg)
is the intrinsic error originated from the approximation mechanism of the parametric
Fokker-Planck equation; the O(Ch) term is induced by the time discretization; and
the O(Ep) term is the initial error. We further prove that the difference between the
forward Euler scheme and our semi-implicit Euler scheme is of order O(h?), which
implies that the proposed semi-implicit Euler scheme can achieve error bounds similar
to the one presented in Theorem 5.14.

It is worth mentioning that we establish Theorem 5.14 based on totally different
techniques than those used for Theorem 5.11. Since the ODE (1.2) contains the
term G(0)~!, which is hard to handle using traditional strategies, we interpret it as
a particle system governed by stochastic differential equations (SDEs) of Vlasov type
and obtain the analysis results shown in Theorem 5.14.

1.5. Literature review. Numerous works exist for solving the Fokker—Planck
equations. A finite difference scheme is proposed in [14] that preserves the equilib-
rium of the original equation. A more general class of equations possessing Wasserstein
gradient flow structures is solved in [12] in which the method is based on a space dis-
cretization of a proximal-type scheme (also known as the JKO method [23]). Besides
direct solutions, particle simulation techniques also serve as an efficient way of solving
the equation. The “blob” method proposed in [11] solves the equations by evolving
a certain interacting particle system. A related swarming system is also studied in
[32, 13, 27, 21, 10]. In [41], the authors propose another type of interacting system in
order to approximate V log p, which plays the role of the diffusion term in the Fokker—
Planck equation, with higher accuracy and less fluctuation. In [50, 57], the authors
mainly focus on exploiting the gradient flow structure, i.e., a particle discretization
of the Fokker—Planck equation, to deal with Bayesian inference problems.

In addition to the literature focusing on solving the Fokker—Planck equations,
there are existing works on applying neural networks to solve PDEs of various types
in high-dimensional spaces [70, 56, 24, 25, 73, 45]. Among the listed works, algorithms
for general types of high-dimensional PDEs are provided in [56, 24]; a sampling-
friendly method is proposed in [45] to deal with the general optimal control problem
of diffusion processes. This is equivalent to solving an associated Hamilton—Jacobi—
Bellman equation, and such technique can also be applied to importance sampling and
rare event simulation. Moreover, numerical methods for high-dimensional parabolic
PDEs, to which the Fokker—Planck equation belongs, are studied in [70] and [25]. Our
approach differs from these existing works in many aspects, including motivations,
strategies, and the associated numerical analysis.

For example, in [70], the authors propose to use the nonlinear Feynman-Kac
formula to rewrite certain parabolic PDEs such as the backward stochastic differential
equation (BSDE), which is then reformulated as a stochastic control problem (also
known as reinforcement learning in the machine learning community). By applying a
deep neural network as the control function and optimizing over network parameters,
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the solution at any given space-time location can be evaluated. Another example is
[25], which mainly focuses on computing the committor function that solves a steady-
state (time-independent) Fokker—Planck equation with specific boundary conditions.
This committor function can be treated as the solution to a variational problem
associated with an energy functional. A neural network is used to replace the solution
in the variational problem. When optimizing over network parameters, the neural
network can be used to approximate the committor function.

In this paper, we focus on designing a sampling-friendly method for the time-
dependent Fokker—Planck equation. There are two main reasons that motivate us for
this investigation. One, as mentioned before, is to design a sample-based algorithm
to solve PDEs in high dimensions. The other is to provide an alternative sampling
strategy that can be potentially faster than Langevin Monte Carlo. Our approaches
are different in terms of how deep networks are leveraged to approximate the solution
of the PDE. We use pushforward of a given reference measure by neural networks to
create a generative model. This is to approximate the stream of probability distribu-
tions, which can be used to generate samples not only at the terminal time, but also
any time in between. More importantly, we prove results, obtained by using newly
developed techniques based on a Wasserstein metric on probability manifold, on the
asymptotic convergence and error control of our numerical schemes. To the best of
our knowledge, similar results are still lacking in existing studies.

1.6. Organization of this paper. We organize the paper as follows. In sec-
tion 2, we briefly introduce some background knowledge of the Fokker—Planck equa-
tion, including its relation with SDEs and its Wasserstein gradient flow structure.
In section 3, we introduce the Wasserstein statistical manifold (©,G) and derive our
parametric Fokker—Planck equation as the manifold gradient flow of relative entropy
on ©. We study the geometric property of this equation, including an insightful
particle motion—based interpretation of the parametric Fokker-Planck equation. In
section 4, we design a numerical scheme that is tractable for computing our paramet-
ric Fokker—Planck equation using a deep learning framework. Some important details
of implementation will be discussed. We present asymptotic convergence and error
estimates for the parametric Fokker—Planck equation in section 5 and provide some
numerical examples in section 6.

2. Background on the Fokker—Planck equation. In this section, we present
two different perspectives regarding the Fokker—Planck equations. More discussion
can be found in [35].

2.1. As the density evolution of stochastic differential equations. The
general form of the Fokker—Planck equation is [51, 31]

% ==V (p(z, t)p(z, 1)) + %VZ L (D(x,t)p(z,t))
9 1 & 92
= Z B, P (1)) + 5 Z W(Dij(x,t)p(x,t)), p(z,0) = po(2).

J=

Here pp = (p1, ..., pa) T is the drift function and D = {D;;} is the dxd diffusion tensor.
Furthermore, D can be written as D = oo, where o(z,t) is a d x d matrix. One
derivation of the Fokker—Planck equation originates from the following SDE [51, 31]:

dXt:[.l/(Xht) dt+0'(Xt7t) dBt, XONP(),

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/19/25 to 76.94.209.219 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

NEURAL PARAMETRIC FOKKER-PLANCK EQUATION 1391

where {B;};>¢ is the standard Brownian motion in R?, and pg is the distribution
of the initial state. It is well known that the evolution of the density p(z,t) of the
stochastic process { X };>¢ is described by the above Fokker—Planck equation.

In this paper, we consider a more specific type of (2.1) by setting p(x,t) =
—VV (), o(z,t) = V2D Igxq (D > 0), where Iy is the d x d identity matrix, and
so D =2D I;y4. Then (2.1) is

(21) dXt = *VV(Xt) dt + Vv 2D dBt, XO ~ Pg-

This equation is also called overdamped Langevin dynamics, which has broad ap-
plications in computational physics, computational biology, and Bayesian statistics
[19, 63, 71]. The corresponding Fokker—Planck equation is simplified to

Ip(x, t)

(2.2) =

— V- (pla, )YV (2)) + DAp(a,t),  pla,0) = po(a).

In addition, we would like to mention that there is a Vlasov-type SDE corresponding
to the Fokker—Planck equation (2.2):

dX
dt

in which p(-,t) is the density of X ;. This Vlasov-type SDE (2.3) will be very useful
in our proofs for the error estimates of our proposed numerical algorithms.

(23) = _vv(Xt) -D V1ng(Xtvt)a XO ~ Po,

2.2. As the Wasserstein gradient flow of relative entropy. Another useful
viewpoint states that (2.2) is the Wasserstein gradient flow of relative entropy. We
briefly present some of the notation and basic results in this regard. We only provide
in sections 2.2.1 and 2.2.2 an informal discussion on the Wasserstein manifold and
Wasserstein gradient flow. More rigorous treatments on the topics can be found
in [4].

2.2.1. Wasserstein manifold. Denote the probability space supported on R¢
with densities having finite second order moments as

P={p [oalas=1 o) 20, [laPoto) de <o},

Here the integral is computed over the sample space R?. In the following discussion,
if not specified, we always write [,, as [ for simplicity.

The so-called Wasserstein distance (also known as L?-Wasserstein distance) on P
is defined as [68]

1/2
(2.4) Wa(p1,p2) = ( inf / |z —y|? dw(a:,y)) ,
m€ll(p1,p2)

where II(p1, p2) is the set of joint distributions defined on R% x R¢ with fixed mar-
ginal distributions whose densities are p1, po. If we treat P as an infinite-dimensional
manifold, the Wasserstein distance W5 can induce a metric ¢"' on the tangent bundle
TP, with which P becomes a Riemannian manifold. For simplicity, here we directly
give the definition of g"'. One can identify the tangent space at p as

TP = {f: /f(x)dac:O}.
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For a specific p € P and f; € T,P, i = 1,2, we define the Wasserstein metric tensor
W as [30, 46]

(2.5) 0" () (s f2) = / Vibi (z) - Vipa(a)p(a) de,
where 11, 1o satisfy

with boundary conditions

lim p(z)Vi(x) =0, i=1,2.

r—r00

Using the above definition, we can also write
D) = (-5 (5902 do = [(=9-(59) () fo d

Thus, we can identify ¢"(p) as (=V - (pV))~!. When supp(p) = R%, ¢"(p) is a
positive definite bilinear form defined on tangent bundle TP = {(p,f): p€ P, [ €
T,P}. Hence we can treat P as a Riemannian manifold, which we call Wasserstein
manifold, denoted by (P,g"') [46]. In order to keep our notation concise, in what
follows, we denote g" (p) as g"V' if no confusion is caused.

2.2.2. Wasserstein gradient. We denote the Wasserstein gradient grady, as
the manifold gradient on (P, ¢"). In Riemannian geometry, the manifold gradient
must be compatible with the metric, implying that for any smooth functional F
defined on P and any p € P, considering an arbitrary differentiable curve {p; }1c(—s,5)
with py = p, we have

o= 9" (p)(@radw F(p), po)-

t:Oi\/ 5p(x)( ) pO( ) d < 5p 7p0>L2a
SF(p)

where 5705 (z) is the L? variation of F at point x € R?, we then have

<5f<ﬂ>

Since we can write

d
%}—(Pt)

) =g )arady Flo), o) ¥ o€ TP
L2

This leads to the following useful formula for computing the Wasserstein gradient of
functional F:

21 ey F ) =" () (5 ) 0 =9 (se)v @),

In particular, if F is taken as the relative entropy functional given by

(28) () =D s (p ]| 0.) _(/v 2)+ Dp(x) log () da:)+DlogzD7
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we have V%gf}) = VV + DVlogp. Using (2.7), and noticing Vlogp = %, then
V- (pVlogp) = V-(Vp) = Ap, and the Wasserstein gradient flow of H can be written
as

op

3¢ = —gradwH(p) =V - (pVV) + DV - (pVlog p),

which is exactly the Fokker—Planck equation (2.2).

3. Parametric Fokker—Planck equation. In this section, we provide a de-
tailed derivation for our parametric Fokker—Planck equation.

3.1. Wasserstein statistical manifold. Consider a parameter space © as an
open, convex set in R™, and assume the sample space is R?. Let Ty be a map from R¢
to RY parametrized by 6. In our discussion, we always assume the invertibility of Tp(z),
and it is second order differentiable with respect to = and 6, i.e., Tp(x) € C?(© x R?).

Remark 3.1. There are many different choices for Tp:

e We can set Ty(xz) = Uz + b, with § = (U,b), where U is a d X d invertible
matrix and b € R%.

e We may also choose Ty as the linear combination of basis functions Typ(x) =
SO 0k (x), where {®) )", are the basis functions and the parameter 6
will be the coefficients 8 = (0y,...,60,,).

e We can also treat Ty as a neural network. Its general structure can be written
as the composition of | affine and nonlinear activation functions: Ty(x) =
o(Wi(oi—1(-..o1(Wix + b1)...)) + b;). In this case, the parameter 6 will
be the weight matrices and bias vectors of the neural network, i.e., § =
(W1,b1,..., Wi, by).

DEFINITION 3.2. Suppose X,Y are two measurable spaces, and X is a probability
measure defined on X; let f : X — Y be a measurable map. We define fy\ as
FAE) = Mf7YE)) for all measurable E C Y. We call fy\ the pushforward of
measure A by map f.

Let p € P be a reference probability measure with positive density defined on
R?, such as the standard Gaussian. We denote by py the density of Togp. Such
a mechanism of producing parametric probability distributions is also known as a
generative model, which has broad applications in deep learning research [18, 5, 8].
We further assume our Ty satisfy the following two conditions:

(3.1) Condition 1: /|z\2pg(z) dz = /\Tg(a:)|2 dp(z) <oco YV HeO.

This ensures that py € P for each 8 € ©. In order to introduce Wasserstein metric
to the parameter space ©, we also assume that the Frobenius norm of the operator
9pTp(z) : RT — RI*™ is Jocally bounded in the following sense: for any fixed 6, € ©,
there exist r(6,) > 0 and two functions Lj(-| 0.), L2(+| 6.) satisfying the following
condition:

Condition 2:  [|0pTy(2)||r < Li(x] 6.), [|0aTo(x)||% < La(z] 6,),
V0,10 — 0. <7(h.) and z € R, and

(3.2)
/Ll(x| 0.) dr < oo, /Lg(x| 0.) dr < co.
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We define the parametric submanifold Pg C P as
Po = {po is density function of Typyp | 6 € O}.

Clearly, the connection between P and © is through the pushforward operation
Tps : © = Po, 8 — py. Hence it is natural to define the Wasserstein metric G(#) on
parameter space © as the pullback of g by Tys. To be specific, we define G(6) =
(Tyy)*g"'. Using this definition, Tpy becomes an isometric immersion from © to P.
For each 6, G(0) is a bilinear form defined on 7p© ~ R™, which can be identified as
an m X m matrix.

Before computing G(), we introduce a lemma which can help us to better un-
derstand G(6).

LEMMA 3.3. Suppose ii,T are two vector fields defined on R, and suppose p,1)
solves =V - (pV) = =V - (pii) and =V - (pV) = =V - (pv), or equivalently Proj,[i] =
Ve and Proj,[v] = Vi (cf. Definition 4.2). Then

(3.3) / ii(x) - Vi(@)p(z) do = / Vo(z) - Vip(a)p(a) dz,
(3.4) / V() o(a) de < / 15(a)2pl) .

We prove Lemma 3.3 in Appendix A. The metric tensor G(6) is computed in the
following theorem.

THEOREM 3.4. Assume © satisfies (3.1), (3.2). Tp is invertible and Ty(x) €
C%(© x RY). Then © can be equipped with the metric tensor G = (Tyy)* g™, which is
an m X m nonnegative definite symmetric matriz of the form

(35) GO) = [ VU (y(a) V(L))" dpla)
at every 0 € ©. More precisely, in entrywise form,
Gi(0) = [ Vr(To(a) - T4,(To(w) dple), 1< i< m,

in which W = (1,..., %) T and V¥ is an m x d Jacobian matriz of ¥. For each
j=1,2,...,m, v; solves the equation

(3.6) V- (Vi) = V- (pe ZZ@W)’

with boundary conditions
Jim_ po(2) Vi (x) = 0.

Proof. Supposing & € T O is a vector field on O, for a fixed § € ©, we first compute
the pushforward (Tpy).£(0) of £ at point §. We choose any smooth curve {6;};>0 on

© with 6y = 0 and f = £(0). If we denote pg, = T, ,p, we have (Tp;).£(0) = 5|, _.
9pe,

5t ;o> We consider an arbitrary ¢ € C§°(M).

On the one hand, %:peo(y) = 2 p(0;,,y), where #; is some point between

0, At; since ¢ € C§° and p(6;, ) is at least C with respect to ¢,y, we can show that

To compute
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the function ¢(z) = sup,cp ay |¢(z) 2 p(0s,y)| is continuous on a compact set and
thus integrable on R?. Using the dominated convergence theorem, we obtain

(37 5 ([owm an)| = [on®el2| ay

On the other hand, we have

(3.8) ¢(Tos: () - UWoolW) _ G g1, ()T Vo(Ty,, (1),

in which £, is also between 0, At. For any At small enough and ¢ € [0, At], we can
easily find upper bounds for ||6;]] < A and |[V¢(+)||eo < B. Recall the condition (3.2);
when At is small enough, we have |0a; —60p| < 7(6y), and thus we obtain the following
upper bound for (3.8):

167 00Ty, ()" Vé(Ty, (y))| < AB|3gT, ()|l r < ABL1((6p)-

By (3.2), we know L1(:|6p) € L'(p), and we can apply the dominated convergence
theorem to obtain

a9 o ([euna)|_ = [ o @ Vot o)lads

Since 2 [ ¢(y)po, (y) dy = 2 [ ¢(Tp,(x)) dp(z), we use (3.7) and (3.9) to get

[ow e w)| _ dv= [ 6" 06T @) Vo(To, )]s dole)

B / o (?gt(Tetl(fﬁﬁ)T Vo(x) po, (z)]i=o da
- /¢(x) <—V. (pat(x)aggt(Tetl(x)) ét>> o da.

Because ¢(x) is arbitrary, this weak formulation reveals that

B10)  (T).e0) = 22

e (pm) %1;9(%1@»5(9)) .

Now let us compute the metric tensor G. Since Tpy is an isometric immersion from
© to P, the pullback of ¢"V by Tpy gives G, i.e., (Tys)*g"" = G(6). By definition of
pullback map, for any 6 € © and £(0) € TypO, we have

(3.11) G(0)(£(9),£(9)) = 9" (po)((Toz)+£(0), (Toz) £(6)).

To compute the right-hand side of (3.11), recalling (2.5), we need to solve for ¢ from

(312) o) ==V (o) Vpla).
By (3.10), (3.12) is
(3.13) V- (po(x)Vepl(x) = V- (m(x)ag? <T9—1<->>5<9>) .

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/19/25 to 76.94.209.219 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

1396 SHU LIU, WUCHEN LI, HONGYUAN ZHA, AND HAOMIN ZHOU

We can straightforwardly check that p(z) = ¥ (2)£(6) is the solution of (3.13). Now
by definition of ¢" as mentioned in subsection 2.2.1, we write the right-hand side of
(3.11) as

(3.14)

0" (90)(Tog)£(0), (Toe)£(0)) = / Veo(y)2oo(y) dy
(0 (/w V‘I’()pe()dy>£(9)

(/wz ) V45 () ol >dy) £(0)5(6).

i,j=1

Here we assume components of £(0) as (£1(0),...,&,(0))T. Before we compute G(6),
we first verify that the inner product in (3.14) is finite for any £ € T©. To show this,
by the Cauchy—Schwarz inequality we obtain

[ ) Vosm) v < ([ 1960 P dy) (f1ves0) |p9<>dy)é.

Recall v, as defined in (3.6); then applying (3.4) of Lemma 3.3 yields

o7,
/IWJJ )2po(y dy_/‘ (T ()
/’8%

The last two inequalities are due to condition (3.2). As a result, we proved the
finiteness of (3.14).
Finally, let us compute

GO)(EWD),€0)) = 8" (00)(Tng)£(0). (T12).£(8))
— &) ( / W(Te(x))v\mTe(m))po(x)) §(0).

2
po(y) dy

(z) < /Lz(y|9)p(y) dy < oo.

Thus we can verify that

_ / VO (Ty(x)) VE(Ty(x))" dp(z),

which completes the proof. 0

Generally speaking, the metric tensor G does not have an explicit form when
d > 2. Tt is worth mentioning that G has an explicit form and can be computed
directly when d =1 [35].

Remark 3.5 (well-posedness of (3.6)). It is worth commenting on the existence
and the regularity question of equations like (3.6). Determining what properties or
conditions that Ty should have to guarantee the well-posedness of (3.6) is an interest-
ing and important problem on its own. In references such as [48] and [69], there are
sufficient conditions that guarantee the well-posedness of elliptic PDEs defined on R?.
Most of the existing results require a uniform lower bound on py, i.e., pg(x) > € > 0 for
all z € R?. Such a coercive condition is not applicable in our case since f po(z)dx =1
is finite.
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It is worth pointing out that under certain situations discussed in section 3.4, (3.6)
does have classical solutions. For example, if we select Ty as an affine transform and
consider the Fokker—Planck equation (2.2) with quadratic potential V' and Gaussian
initial py, we can prove that (3.6) is well-posed along the trajectory of the ODE (3.18),
i.e., the elliptic equation

00T, .
—V - (pp, V) = =V - (peti%m(Tgtl(m))QJ , where {6;} solves (3.18),
always admits a classical solution ¥ (z) = V(x) + D log pg(x) + Const.
In general, the conditions imposed on Ty to guarantee well-posedness of (3.6)
are a fundamental and interesting subject for further investigation. A good reference
related to the topic can be found in [4].

The following theorem provides several criteria for examining whether G is a
Riemannian metric, i.e., whether G(6) is positive definite.

THEOREM 3.6. For 0 € ©, {¢1} 7", satisfies (3.6), and the following four state-
ments are equivalent:
1. G(0) is positive definite.
2. Forany & € Tg© (£ #0), there exists z € M such thatV~(p9(z)8a%(T971(z))f)
#0.
3. {Vyr I |, as m functions in the space L?(R4RY, py, ), are linearly indepen-
dent.
4. L(Tyyep)|i—0 # 0 for any & € R™.
Proof. We first verify that 1 and 2 are equivalent. We need the following identity,
used in Theorem 3.4: For any 6, &, x, we have

(3.15) V- (o€ #(@) = 5 - (mle) ST e )

(«<): Suppose for any # € © and & € TpO, at certain z € R? that
V-(po(2) 22 (T, (2)€)  0; then V-(pp(2)V(ET®(2))) 0, and thus pyV (€7 P) is not
identically 0. Using continuity of pgV (T W), we know that |V (T®(z))[2pp(z) > 0
in some small neighborhood of z. Thus we have that

(3.16) €16(0)¢ = [ V() T€Ppole) do > 0

holds for any 6 and £, which leads to the positive definiteness of G.
(=): Now suppose (3.16) holds for all 6, &; then we have

/ V- (o) V(E () - €7 () dr > 0.

This leads to the existence of a z € R? such that —V - (pg(2)V(£T®¥(2))) # 0. Com-
bining (3.15), we have verified the equivalence between 1 and 2.

Recalling (3.10), we then have 4 (Ty. 1e4p)|1—0 = (Tpz) £ =—V(pa(z) %(T(;1 (x))),
which verifies the equivalence between 2 and 3.

Finally, as stated before, we can verify {TG(0)¢ = || Y,_, gkvwku%z(pe); this
formula will directly lead to the equivalence between 1 and 4, and we have proved the
equivalence among statements 1, 2, 3, and 4. ]

To keep our discussion concise in the following sections, we will always assume
G(0) is positive definite for every 6 € ©.
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3.2. Parametric Fokker—Planck equation. We consider the pushforward 7.y
induced relative entropy functional H = H o T(.y4 : © — R:

106) = H(oo) = ([ V@n(e) + Doola)tog pata) ) + D1ow 21

(3.17) = (/ V(Ty(x)) + Dlog pg(Tp(x)) dp(x)) + Dlog Zp.

Following the theory in [2], the gradient flow of H on the Wasserstein parameter
manifold (0, G) satisfies

(3.18) 0=—-GH)"'VeH().

We call (3.18) the parametric Fokker—Planck equation. The ODE (3.18) as the Wasser-
stein gradient flow on parameter space (0, G) is closely related to the Fokker—Planck
equation on probability submanifold Pg. We have the following theorem, which is a
natural result derived from submanifold geometry.

THEOREM 3.7. Suppose {0;}i>0 solves (3.18). Then {pqg,} is the gradient flow of
H on probability submanifold Po. Furthermore, at any time t, pg, = %pet € Tpy, Po
is the orthogonal projection of —grady, H(ps,) € Tp,, P onto the subspace T, Pe with
respect to the Wasserstein metric g" .

We prove this theorem in Appendix B.
The following theorem is an important new statement closely related to Theorem
3.7.

THEOREM 3.8 (Wasserstein gradient as solution to a least squares problem). For
a fized 8 € ©, ¥ C R™ as defined in Theorem 3.4,
(3.19)

G(O)'VoH(0) = argmin {/ (VE(Ty()))"n — V (V + Dlog pg) o Te(w)lgdp(w)} :

Proof. Direct computation shows that minimizing the function in (3.19) is equiv-
alent to minimizing

it ( [ V) ve @) dp(a:)) .

oyt ( [ TRV @)+ Dlog s dy) .

For each entry in the second term, we have

[ V) 9V ) + D1og po(u))oats) dy

= /—V- (Po(y)Vr(y)) - (V(y) + Dlog pe(y)) dy

= /—V- (po ()36, To(T; ' (y))) - (V(y) + Dlog pe(y)) dy
— [ (VV(Tu(a)) + DV log pu(To(a)) - 00, Tof) dp(e)

- / YV (Ty(x)) - O, To () + 0o, [D log po(To(x))] dpl(x) — / D 8y, log po(To()) dp(z)

=D [ Vapo(y)dy=0

= Oy (/(V(To(w)) + Dlog pg(Ty(x))) dp(ﬂﬁ)) = g H(0).
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Recall the definition (3.5) of G(6); the target function to be minimized is nTG(8)n —
20TV H(6), and the minimizer is clearly G(0)~1VoH (). d

In addition to the direct proof, the result in Theorem 3.8 can also be understood
in a different way. Let us denote £ = G(0)~'VH (), where {6;} solves (3.18) with
initial value §y = 6. By Theorem 3.7, %pr;O = (Tyy)«€ € T,,Po is the orthog-
onal projection of grady,H(ps) onto 7,,Pe with respect to the metric g"'. This is
equivalent to saying that n solves the following least squares problem:

(3.20) min 9" (grady, H(pe) — (Tog)«n, grady H(pe) — (Tog)wn).

Recalling the definition of " in section 2.2.1, by (2.7) we have grad,, H(pg) = —V -
(poV (V+Dlog pg)). Because of (3.10), (Tyy)«n = —V-(pe0aTo (T}, ' (-))n), and solving
=V (peV) = grady, H(pg) — (Tys)«n gives

¢ = (V+ Dlogpg) — ¥y,

and thus the least squares problem (3.20) can be written as

win{ [ [99(0)70 = TV (0) + Diog pole)Pou(a) e}

which is exactly (3.19).

3.3. A particle viewpoint of the parametric Fokker—Planck equation.
The motion of parameter #; solving (3.18) naturally induces a stochastic dynamics on
R? whose density evolution is exactly {pg, }. To see this, notice that {6;} directly leads
to a time-dependent map {7p,}. Let us denote a random variable Z ~ p, i.e., Z is
distributed according to the reference distribution p. We set Yo = Tp,(Z) ~ pg,. At
any time ¢, the map Ty, sends Y to Yy = Ty, (Tezl(Yo)) ~ pg,. Thus, we construct a
sequence of random variables {Y;} whose density evolution is exactly {pp, }. We can
characterize the dynamical system satisfied by {Y;} by taking the time derivative:
Y, = 09Ty,(Z)6, = 0Ty, (Te_tl(Yt))&t. It is actually more insightful to consider the
following dynamic:

(3.21) X, =Ve,(X)T 0, Xo=Ty,(2Z)~ po,.

Here ¥, is obtained from (3.6) with parameter 6;. It is not hard to show that for any
time ¢, X and Y, have the same distribution. Thus X; ~ py, for all £ > 0. Recalling
0, = —G(0;)"'VeH (0;), we are able to rewrite (3.21) as

X, =V¥,(X,)T (/ VO, (2)VE,(2)T py, () d:c) -

G(6¢)
. ( [ TRV ) — DV t0g o, 1) 0,0 dn) .

—VoH(0:)

(3.22)

We define the kernel function Kp : R% x RY — R4xd a9

Ko(z,n) = VO (2) (/ VU (2)V®(z)T py(z) dx)_ V¥ (n).
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This Ky induces a linear operator Ky : L?(R%;R?, pg) — L2(R%RY, py) by

Ko[0] = (Ko * D) /K@ po(n) dn.

It can be verified that Ky is an orthogonal projection defined on the Hilbert space
L?(R%; R%, pg). The range of such a projection is the subspace span {V1, ..., Vi, } C
L?(R%RY, pg). Here 9y, ..., 1, are the m components of ¥ solved from (3.6). Using
the linear operator, we can rewrite (3.22) as

(3.23)
X, =—Ky,[VV + DVlogps,](X,), where py, is the probability density of X,
Xo ~ pe,-

We can compare (3.23) with the following dynamic without projection:
(3 24)
X, =—(VV+DVlogp)(X,), where p;is the probability density of X;, X, ~ po.

As discussed in section 2.1, (3.24) is the Vlasov-type SDE that involves the density of a
random particle. If assuming (3.24) admits a regular solution, we have p(z,t) = p;(x),
which solves the original Fokker—Planck equation (2.2). From an orthogonal projection
viewpoint, the parametric approximation pg, of p; originates from the projection of
the vector field that drives the SDE (3.24).

We would like to mention that the expectation of the ¢? discrepancy between
VV + DV log p and its Ky projection is

E X p Ko [VV + DV log pp](X) — (VV + DV log pg)(X)?

(3.25) )T 2

V¥ () § = (=VV — DVlog pg)(x)|po(x) dz,
in which ¢ = —G(0)"'VyH(#). This is an essential term appearing in our error
analysis part.

Remark 3.9. We should mention the relationship between our kernel Ky, and
the neural tangent kernel (NTK) introduced in [22]. Using our notation, the NTK
can be written as K75 = 9yTy(2)9pTp(&)". If we consider the flat gradient flow
0 = —VyH(0) of relative entropy on O, its corresponding particle dynamic is

X, = / KT (T3 (X,), T3 () (—VV () — DY log po, (1)) po. (n) dn.

Different from our Ky, which introduces an orthogonal projection, the NTK introduces
a nonnegative definite transform to the vector field —VV — DV log py, .

Remark 3.10. Figure 1 illustrates the relation among (2.2), (3.18), (3.24), and
(3.23). It is worth mentioning that the probability manifold point of view discussed
in Theorem 3.7 is useful for our analysis of the continuous dynamics (3.18), while the
particle viewpoint helps us in establishing the numerical analysis for the time discrete
scheme (i.e., forward Euler) of (3.18).

3.4. An example of the parametric Fokker—Planck equation with qua-
dratic potential. The solution of the parametric Fokker—Planck equation (3.18)
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[Particle point of view]

X, = v (x, Oan]
Spee Projection of[ & Spt (X¢)

. vector field . .
How dynamics Density evolution

on O triggers of X solves Fokker
dynamics on R% Planck equation

[Xt =) 7]C9L (VJH(PM)) (Xt) on Rd]

Projection from

9 on 6)] (P,g") onto (0,G) [

(6=~ v Oup = —grady H(p) on P(RY) |

[Probability manifold point of view]

Fic. 1. Illustrative diagram.

can serve as an approximation to the solution of the original equation (2.2). In some
special cases, pg, exactly solves (2.2). In this section, we provide such examples.

Let us consider the Fokker—Planck equations with quadratic potentials whose
initial conditions are Gaussian:

(3.26) Via)= 5o~ ™S —p) and po ~ Ao, Do).

Here N(u,Y) denotes Gaussian distribution with mean p and covariance . We
consider parameter space © = (T',b) C R™ (m = 3d(d+ 1) + d), where I'is a d x d
symmetric positive definite matrix and b € R?. We define the parametric map as
Ty(z) = Tz + b, and choose the reference measure p = N(0, I).

LEMMA 3.11. Let H be the relative entropy defined in (2.8), and let H be defined
as in (3.17). For 6 € ©, if the vector function V(%) oTy can be written as the linear
combination of {g—gf, R ggjl }, i.e., there exists ¢ € R™, such that V(‘%‘) oTy(x) =
09Ty (x)C, then

(1) ¢ =G(0)"'VeH(0), which is the Wasserstein gradient of H at 0;

(2) Po as grady H(pe)|ps, and then grady H(pe)lpe = grady H(pe), where

grady, H(pe)|pe is the gradient of H on the submanifold Pe.

Proof. Suppose that ¢ € R™ satisfies V(%) o Ty(x) = 0pTy(x)(; then we have

/

By definition of ¥ in Theorem 3.4, one can verify

) R e o))

Now we apply (3.3) of Lemma 3.3 to obtain

2

o dp(xz) = 0.

06Tp(x)C — V(ap> o Ty(x)

2

il dp(z) < 0.

Jem@nc-v () enio
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This implies

dp(x)

n

iM/%wwnwm%—v(ggonw>

oH dp(x) = 0.

— /‘(V\Il(Tg(x)))TC -V ((5[)) o Ty(x)

By Theorem 3.8, we get ¢ = G(0) "'V H () and ||(Tpz)+¢ — gradyH(pg)||lgw (py) = 0.
The latter leads to (Tpy)«¢ = grady,H(pe). According to Theorem 3.7, (Tpy)«¢ =
grady, H(pg)|po- As a result, we have grady, H(pe)|re = grady, H(ps).

0

Back to our example with quadratic potential (3.26) and Ty(z) = I'z 4+ b, we can
compute

(x e —
pu(e) = Togpta) = L3 10 = FEE=ID,

exp(~3ef?)
(2m)}

Then we have

0
v ( Ha(:e)) oTy(z) = V(V + Dlog pg) o Ty(z) = X~ (Tz +b—p) — DI,
which is affine with respect to z.
Noticing that Or,; Tp(x) = (...;0,...,25,...,0,...)T and 9, Ty = (...,0,..., _tlh,
ith g
..,0,...)T, we can verify that ¢ = (X7'T' — DI=7,X=1(b — p)) solves V(%{fs)) o
To(z) = 99Ty(x)¢. By (1) of Lemma 3.11, ( = G(6) Vo H(#). Thus ODE (3.18) for
our example is

(3.27) I'=->'T+Dr 7T, Ty=+%o,
(3.28) b=S"'(u—1b), bo= po.

By (2) of Lemma 3.11, we know gradwH(pg)|pe = gradwH(pg) for all 8 € ©, which
indicates that there is no error between our parametric Fokker—Planck and the original
equations.

Following (3.27) and (3.28), we have the following corollary,

COROLLARY 3.12. The solution of the Fokker—Planck equation (2.2) with condi-
tion (3.26) is a Gaussian distribution for all t > 0.

Proof. If we denote {T',b:} as the solutions to (3.27), (3.28) and set 6; = (T'y, b;),
then p; = Tp, ,p solves the Fokker-Planck equation (2.2) with conditions (3.26). Since
the pushforward of Gaussian distribution p by an affine transform Ty is still a Gauss-
ian, we conclude that for any ¢ > 0, the solution p; = Tp, ¢p 18 always a Gaussian
distribution. O

Remark 3.13. This is already a well-known property for the Ornstein—Uhlenbeck
process [16]. We provide an alternative proof using our framework.

4. Numerical methods. In this section, we introduce our sampling efficient
numerical method to compute the proposed parametric Fokker—Planck equations.

Before we start, we want to mention that, as stated in [35], when dimension
d = 1, G(6) has an explicit solution. Thus the pushforward approximation of the
1D Fokker-Planck equation can be directly computed by solving the ODE system
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(3.18) with numerical methods, such as the forward Euler scheme. In this section,
our focus is on numerical methods for (3.18) with dimension d > 2. It turns out to
be very challenging to compute (3.18) by the forward Euler scheme directly. There
are two reasons. One is that there is no known explicit formula for G(6), and direct
computation based on (3.5) can be expensive because it requires solving multiple
differential equations. The other reason is incurred by the high dimensionality, which
is the main goal of this paper. To overcome the challenge of dimensionality, we choose
to use deep neural networks to construct our 7'(f). However, directly evaluating
G(0)"'VH (0) is difficult, and alternative strategies must be sought.

There are a few papers investigating numerical methods for gradient flows on
Riemannian manifolds, such as Fisher natural gradient [42] and Wasserstein gradient
[12]. The well-known JKO scheme [23] calculates the time discrete approximation of
the Wasserstein gradient flow using an optimization formulation,

[T 1 5},

where h is the time step size, and F could be a suitable functional defined on P.
Along the line of the JKO scheme, there have been further developments in machine
learning recently [34].

In our approach, we design schemes that compute the exact Wasserstein gradi-
ent flow directly with provable accuracy guarantee. Our algorithms are completely
sample-based so that they can be run efficiently under a deep learning framework and
can scale up to high-dimensional cases.

(4.1) Orpy = —grady, F(pt), Pk+1 = argn;in
pe

4.1. Normalizing flow as pushforward maps. We choose Ty as the so-called
normalizing flow [58]. Here is a brief sketch of its structure: T is written as the
composition of K invertible nonlinear transforms:

Ty = frxo fk—10---0 fao fi,

where each fi (1 <k < K) takes the form

fu(x) = 2 + o(wiz + by )ug.

Here wy,, up € R?, by, € R, and o is a nonlinear function, which can be chosen as tanh,
for example. In [58], it has been shown that fj, is invertible iff w} uj > —1. Figure 2
shows several snapshots of how a normalizing flow Ty with length equal to 10 pushes
forward standard Gaussian distribution to a target distribution.

- . ‘q e ,0 ‘ f F A () L

- ‘
L ’ .

' v (¥4
EENEINRNAEN=1

F1G6. 2. Top row from left to right are the probability densities of distributions fizp, (f2 o
f1)ep, -, (fioo foo...o f1)gp. The last image displays our target distribution. Bottom row displays
the pushforward effect of each single-layer transformation f, (1 <k <10).

In a normalizing flow, the parameters are § = (wy,u1,b1,..., Wk, uk,br). The
determinant of the Jacobi matrix of Ty, an important quantity for our schemes, can
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be explicitly computed by

K

det <8Tg(x)> = H(l + o' (wy Tk + b)wy ug),

ox
k=1

where z;, = frofx_10---ofi(z). Using the structure of normalizing flow, the logarithm
of the density py = Tyyp can be written as

K
log pa(w) = log po Ty () — 3 log(1 + o (wl @ )wuy),
k=1

ik =fro-ofilly ' (x) = fijho o fx (x)

(4.2)

Then we can explicitly write the relative entropy functional H(6) defined in (3.17) as
(4.3) H(0) = Exp[V(TH(X)) + Lo(X)],

where Ly is defined by

K
Lo() =logp() = Y _log(l + o' (wi Fu(-Dwiu),  Fio() = fro fier o0 fil-).
k=1

Once H(0) is computed explicitly, we can also compute the gradient Vo H (0) explicitly.
In summary, we choose the normalizing flow because it has sufficient expression

power to approximate complicated distributions on R? [58], and the relative entropy

H(0) has a very concise form (4.3), and its gradient can be conveniently computed.

Remark 4.1. We want to emphasize here that the normalizing flow is not the only
choice for Ty. One may choose other network structures as long as they have sufficient
approximation power and can compute the gradient of relative entropy efficiently.

4.2. Numerical scheme. For the convenience of our presentation, we first in-
troduce the following definition.

DEFINITION 4.2 (orthogonal projection onto space of gradient fields). Consider
vector field v € L*(R%R%, p). Define Proj,[v] = V¢ as the L?(p)-orthogonal projec-
tion of U onto the subspace of gradient fields, where 1 solves

(1.4) win{ [ loe) - Voto)Po(o) da |

or equivalently ¥ solves —V - (p(x)V(x)) = =V - (p(x)d(x)).

4.2.1. Proposed double-minimization scheme. Our numerical scheme is in-
spired by the following semi-implicit scheme of (3.18):

Opr1— O

n =—G ' (0k)VoH (Or11)-

Equivalently, we can write it as a proximal algorithm:

(4.5) Op+1 = argmin {;(9 — 0, G(0r)(0 — 0k)) + hH(G)} .
0
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Recall ¥ as defined in Theorem 3.4; if we denote ¢» = ¥ (9 — 6;), we have ((6 —
0r), G(0)(0 — 6r)) = [ |V1)|*pg, dx with the constraint that ¢ solves the equation

(4.6) — V- (po, V(x)) = =V - (po, 06T, (T5," (2)) (0 — 04))-

By Definition 4.2, V1 is the orthogonal projection of vector field g Ty, (T@_k1 () (60—0k).
Equivalently, ¢ can also be obtained by solving the least squares problem (4.4).

Based on the observation that Vi is obtained via orthogonal projection after
replacing dgTy, (6 — 0)) by finite difference Ty — Ty, , we end up with the following
double-minimization scheme for solving (4.5):

(4.7)
win{ ([ (2 Vo) (B = T0) 0 37 (@) = 190(0)P) g o) d ) + 20870} |

with the constraint: ¢ solves ngn {/ [Vo(x) — (Tp — Tp,) © Tegcl(z))|2p0k (x) d:z:} .

Scheme (4.7) has an equivalent saddle point optimization formulation,
(4.8)

g { ([ (29600) (T~ To) 0 T3 (2) - (V00 P 0) ) + 20H(6) .

which can be directly derived from (4.5) via the adjoint method. Their equivalence is
explained in the next remark.

Remark 4.3. Here we briefly demonstrate the equivalence among the three schemes
(4.5), (4.7), and (4.8). Our target function % (6 — 6k, G(0x)(6 — 0x)) + hH(6) can be
formulated as

/%WWJC)PP% (z) de + hH(0) with the constraint: ¢ solves (4.6).
By introducing the dual variable ¢ and applying the adjoint method, we obtain
5 (0= 0, G(6)(0 — 6,)) + hH(0)
—mxanin [ 31V6(0) Py + 1)+ [ 6T - (00, T0()
¢ 111 2 k k
= 5 (0 O (T3, )6~ 6,) i
= mg,x Ir}pin { / (;V¢(m)|2 —Vo(z) - Vi(x) + Vo(x) - 06Tp, (ngl(x))(@ — 9k)>
X pg, (z) dz + hH(@)}

= my { / <—;|V¢(x)|2 V() - 06Ty, (Ty () (0 — ek)) po, (x) da + hH(e)} .

(4.9)

In implementation, we substitute 9pTy, (6 — 0y ) by Ty — Ty, since the latter is tractable
in computation. As a consequence, by substituting (4.9) into (4.5) we obtain (by
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multiplying the entire function by 2) the saddle scheme (4.8). To verify the equivalence
between (4.8) and (4.7), we check the identity

[@¥ola) - (@0~ o) 0 T @) = [V6(@) o, (o) do

=- / \Vé(x) = (Ty — Ty, ) o Ty ' () pe, (x) da + / (Ty = Ty,) o Ty, ' ()P po, (x) da .

Constant w.r.t. ¢

Thus the ¢-minimization process of (4.7) is equivalent to the ¢-maximization process
of (4.8). This leads to the equivalence between (4.7) and (4.8).

Remark 4.4. Our proposed schemes (4.7), (4.8) can be viewed as an approxima-
tion to the JKO scheme (4.1), with F being the relative entropy H(6). To see this,
we denote

E(o) = /(2V¢(90) (Ty = To,) 0 Ty, ' () = [V (2)*) o, (2) d

and set ¢ = argmax, €(¢). We let v, (z) = HTy oTa_kl(x)fx). Under mild conditions,
one can show
(4.10)

W22(p9, pek) = W22((Id+ hﬁh)ﬁpamp@k) = / |V7&\2P0k dx +O(h2> = mg‘xg((b) + O(h‘Q)'

By replacing W2(pp, pe,) in (4.1) by its approximation max, £(¢), we obtain the
scheme (4.7), (4.8).

Although (4.7) and (4.8) are mathematically equivalent, we use them for different
purposes. The saddle scheme (4.8) is our main tool to investigate the theoretical
properties of our proposed method in section 4.2.2, because it better reflects the
nature of our approximation method. In our implementation, as discussed in section
4.2.3, we prefer the double minimization scheme (4.7). Our experience indicates that
(4.7) makes our code run more efficiently and behave more stably than (4.8).

4.2.2. Local error of the proposed scheme. We now analyze the local error
of scheme (4.8) as well as (4.7) compared with the semi-implicit scheme (4.5). Let
us denote maxy (@) as Wg(@,@k) (here W is treated as an approximation of L2
Wasserstein distance (Remark 4.4)). Tt is straightforward to verify Wa (0,60") > 0 and
Wg(@, 0) = 0. Consider the following assumption:

(4.11) W20,6)>1(10—¢|) forany 6,0’ €O.

Here I : R>g — Ry satisfies 1(0) = 0. I(r) is continuous, strictly increasing when
r < 1o for a positive g and is bounded below by Ay > 0 Whell\ r > ro. Notice
that this assumption generally guarantees positive definiteness of Wy. Clearly, (4.11)
only depends on the structure of Ty, and we expect that (4.11) holds for the neural
networks used as pushforward maps, including those used in this paper.

THEOREM 4.5. Suppose assumption (4.11) holds true for the class of pushforward
maps {Ty}. Then the local error of scheme (4.8) is of order h?, i.e., assuming that
011 1s the optimal solution to (4.8), then

(4.12) 0k s1 — O + hG(0x) " Vo H(Or1)| ~ O(h?),

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/19/25 to 76.94.209.219 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

NEURAL PARAMETRIC FOKKER-PLANCK EQUATION 1407

|<+oo.

, . Ok 11—0k+hG(6)) Vo H (6
or equivalently lim sup;,_, o+ LR (h’g) VoH (Br1)

Before proving Theorem 4.5, we introduce some additional notation. We define
€ to be a ball in parameter space as Be(0x) = {0 | |0 — 0k < €}, and we let Te(l) be
the ¢th component (1 < i < d) of map Typ. For fixed ), and € > 0 small enough, we
assume the following two quantities are finite:

d
L0y, ¢€) = Z E;wp sup {\%Te@) (x)|2},
i=1 9636(9;9)
(4.13) -
H(Or©) =Y Eonp sup {103,157 @)I3} -

] 0€B. (%)

To prove Theorem 4.5, we need the following three lemmas.

LEMMA 4.6. Suppose we fix 0y € ©; for arbitrary 0 € © and V¢ € L*(R%:RY, py,)
we consider
(4.14)

F0.90 1 60) = ([ @¥6(0) - (T = o) 0 T3 (a) = [V6(0)) puy (o) do) + 201 ().
Then F(0,Vé | 6p) < oo, and furthermore F(-,V¢ | 6p) € C1(©). We can compute

(415)  B9F(0,V6 | 0o) = 2 ( / Qo Ty(T; (2)T V() pay (x) da + VgH(G)) .

LEMMA 4.7. Suppose we fix 8y € © and define

JO) =  sw  F(0,Y6 ] o).
VeeL?(R4RY,pg, )

Then J is differentiable. If we denote g = argmax, {F(0,Vé | 0o)}, then
Vo J(0) = 0 F (0, Vibg | 00) = 2 (/ OpTy(T,, " (x)" Vio(x) pe,(z) dz+ h ng(9)> )

This lemma is an analogy of the envelope theorem [1] under our problem setting.

LEMMA 4.8. Under assumption (4.11), the optimal solution of (4.8) 011 satisfies
Ok+1 — Ok| ~ o1 .e., lim |0gp1 — 0k =0.
|Ok1 — k| ~ o(1), e, hiIng\ k1 — O

This lemma provides an a priori estimation of |01 — 0|
We prove Lemmas 4.6, 4.7, and 4.8 in Appendix C.

Proof of Theorem 4.5. Let us consider F'(, V¢ | 0;). We denote

Vipg = argmax  {F(0,Vo | 6k)}.
VoeL2(RER, pg, )

Then we can set

Vibg = Projy, [(Ty —Ti,) o Ty'] and  J(0) = sup F(0,Vo | Ok).
Ve L?(R4RY, pg, )
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Applying Lemma 4.7, we obtain

Vo (6) = 2 ( / B Ty(T; (@)™ V() po, () di + I VgH(G)) .

Due to the differentiability of J(f), at the optimizer 01, the gradient must vanish,
ie.,

(4'16) (/ 80T0k+1 0k )) V¢9k+l( ) Po;, (.Z‘) dl’) + hv@H(ekJrl) =0.

We use Taylor expansion at 041 to get Tp, ., —Tp, = 09Ty, (Or+1 — Ok) + R(Or+1,0k),
in which R(0,6')(-) € L*(R% R™, pg, ), and the ith entry of R(6,0') is R;(0,0")(z) =
16— 9/)T829T9(’z J(@)(0 =), 1< i <m, where cach 0;(x) = Ai(2)0 + (1 = Ay(2))6’

for some A;(x) € [0,1]. Then we can write

Vi/;9k+1 = Projpgk [(T9k+1 - Tek) °© Teicl]

(4.17) . . . —1
= Proj,, (09T, 0 Ty, (Ok+1 — Ok)] + Proj,, [R(Ok+1,0%) 0 Ty, "]

On the other hand,
(418) 89T9k+1 = 89T9k =+ T(0k+1, Gk)

Here r(6, 9’) E L2(R4;RYX™ pg ), and the (i,7)th entry of 7(6,0")(z) is (Oxr1 —
ek)Tae(GGJ 9 ( )( x)), 1 <i <d, 1 < j < m, where each 6;;(z) = pij(x)b0r41 +
(1 — pij(z ))Gk for some p;;(x) € (0,1). Applying (4.18), (4.17) to (4.16), we obtain

[ ouTa, (13,2 Prol,,, (00T, o T3 @) 611 = 0] poy (o) do

/ 0Th, (T3 (0P, [R(Busr,60) o Ty, )(w) po, (o) do

+ /7“(9k+1,9k)( Ty, () " Proj,, [(Topys — To) 0 Ty, (2) poy (2) de = —hVH (B41)-

Recalling the definition of ¥ in Theorem 3.4, and using (3.3) in Lemma 3.3, we know
that the first term on the left-hand side of (4.19) equals

/ VO () VE () (Bhir — O0) poy (2) d = G(64) (Brsr — Or).

By applying the Cauchy—Schwarz inequality and (3.4) in Lemma 3.3, we bound the
ith entry of the second term in (4.19) by

d 2
</ 06T, () dp(x) - /Z [(Or41 — 91@)3929T6;(j2z)($)(9k+1 —0x)|? dp($)>

d 2
i denote as i
= (EpwﬂTe(k)(x”z Ky [Z H899T9( 2@( )||21> |Or1 — O] “"=" AD 04y — 04,

=1
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To bound the third term in (4.19), we consider the ith entry of Ty, , (z) — Ty, (z),
which can be written as
T30 (@) = T3 (%) = O9Ty, (0 (@) (Bhs1 — O,

where 0;(x) = (;(2)0k41 + (1 — ¢;(2))0 for some (;(z) € (0,1). The ith entry of the
third term of (4.19) can be bounded by

(/ > 1O = 60 00T ()2 dp(a) - / 75 (@) = T, () dpm)
( [ZM%TJ(T I3

We denote A € R™ with entries A(i), 1 <7 < m, and similarly B € R™ with entries
B®W 1 < i< m. Equation (4.19) leads to the following inequality:

2
“E,| 9T, 9, (a: (95)2) 01 — Ok "= BO|Gy iy — O[>,

[O+1 = O + hG(Ok) " Vo H (Os1)| < |G(0k) 7 [2(1A] + [BI) 10r11 — Ouf.

As we have shown in Lemma 4.8 that |01 — 0| ~ o(1) for any € > 0 when step size
h is small enough, we always have 01 € Bc(0;). Recalling the notation in (4.13),

we have |A|,|B| < \/L(0k,€)H (0, €). Thus we have
|0k 11— O + hG (k) Vo H (O 41)| < 2v/L(Ok, €) H (O, €) [ G(0x) 2|0k 11 — Ox[*.
Denote y41—0x =1, G(0) "' VoH (041) = &, and C = 21/L(0y, €)H Ok, €) | G(0r) ~* |23

the previous inequality is

(4.20) In — hel < Chnf
Since |n — h&| > |n| — hl€|, we have

(4.21) Clnl* = In| — hlg].
Solving (4.21) gives

2|¢|h 14 +/1—4Chl¢|

or >
1+/1—4C[gh g 2C

The second inequality leads to |01 — 0| > % for any h > 0, which avoids |fj+1 —
)| ~ o(1). Thus, when h is sufficiently small, we have

In| <

2[¢|h
14 /1 —4CEh

Combining (4.22) and (4.20), we have

(4.22) In| <

— 4C |£|2 2 212
4.23)  |0rs1 — O + hG(0r) "'V H (0 < < 4C|€1*h2.
(4.23) |0k — Ok (0%)™ Vol (Or41)] < 0T i " = iy
This proves the result. 0
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Remark 4.9. One may be aware of the relation between the positive definite con-
dition (4.11) and the positive definiteness of the metric tensor G(6y). A positive
definite G(6) guarantees the inequality W2(6,0') > C|0 — 0|2 for ' € B,,(0) (ro
depends on 6 is small enough). However, we are not able to bound /V[722 (0,0") from
below when |§ — 6’| > ro. On the other hand, (4.11) is a locally weaker condition than
the positive definiteness of G(9).

4.2.3. Implementation. As mentioned in section 4.2.1, we prefer double-mini-
mization scheme (4.7) over saddle scheme (4.8). We will thus implement scheme (4.7).
Let us denote

(4.24)

56) = [ (2 99T @) - (T1(e) = To (0)) = 195 (T, (0P ) ) + 207706),
(4.25)

with = argin { [ [V0(73,) ~ (7o) = T (o)) Pap(o) |

We then solve ODE (3.18) at ¢ by solving

(4.26) Or+1 = argmin J(0).
0

Here we provide some detailed discussion on our implementation.

e In our numerical computation, we approximate ¢ by 1, : M — R, which
is a ReLU neural network [17]. Here v denotes the parameter vector of the
network v,,. We know that in this case v, is a piecewise affine function and
its gradient Vi), (-) forms a piecewise constant vector field.

e The entire procedure of solving (4.26) can be formulated as nested loops:

— (inner loop) Every inner loop aims at solving (4.25) on ReLU functions
¥y, i.e., solving

(4.27) min {Exp| Ve (T, (X)) — (To(X) = Tp, (X))}

One can use stochastic gradient descent (SGD) methods like RMSProp
[62] or Adam [26] with learning rate i, to deal with this inner loop
optimization. In our implementation, we will stop after M;, iterations.
Let us denote the optimal v in each inner loop as D.

— (outer loop) We apply a similar SGD method to J(6): using Lemma 4.7,
we are able to compute VyJ(0) as

VoJ(0) = 8y (( / 2V(x) - (Ty o Ty, (x))po, () da:) + 2hH(0)> .

If we treat optimal ) as 15, what we need to do in each outer loop is to
consider

(4.28) J(0) = Ex~p 2[Vo(Ty, (X)) - To(X)] + 20[V (Ty(X)) + Lo(X)]

and update 6 for one step by our chosen SGD method with learning rate
Qout applied to optimize J(6). In our actual computation, we will stop
the outer loop after My, iterations.
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e We now present the entire algorithm for computing (3.18) based on the scheme
(4.7) in Algorithm 4.1. This algorithm contains the following parameters:
T, N; Mout, Kout, Qout; Min, Kin, in. Recall that we set reference distribution
p as standard Gaussian on M = R,

Algorithm 4.1 Computing (3.18) by scheme (4.8) on the time interval [0, T7].

1: Initialize 6
2: fori=1,...,N do

3:

4
5
6:
7

10:

11:
12:
13:
14:

Save current parameter value to 6y: 6y = 6
for j=1,..., My, do
forp=1,..., M, do
Sample {Xy,...,Xg,, } from p
Apply one SGD (Adam) step with learning rate ai, to loss function of
variable A.
1 Kin
e (Z [Vih (To, (X)) = (To(X) — To, (Yk))|2>
k=1
end for
Sample {Xy,...,Xk,,, } from p
Apply one SGD (Adam) step with learning rate agyt to loss function of vari-
able 6.
1 Kout
% (Z 2[V, (Tyy (X 1)) - To(X )] + 2h[V (T5( X)) + £9(X,€)]>
out k—1
end for
Set 6, =6
end for
The sequence of probability densities {Tp, e Tglﬁp, e ,TgNﬁp} will be the numer-

ical solution of {ps,, pt,, .-, Pty }, where t; = z% (i=0,1,...,N—1,N). Here p,
solves the original Fokker—Planck equation (2.2).

Remark 4.10 (rescaling). In our implementation, Ty(X) — Ty, (X)) is usually of

order O(out), which is a small quantity. We can rescale it so that each inner loop
can be solved in a more stable way with larger step size (learning rate). That is to
say, we choose some small € ~ O(aoyt) and consider

(4.29)

2h
€

wpnmac ([ (V6 (L0~ 1) o 7510 = 19600 ) o) die ) + 251700

E(¢)

We can also check

€

. 1 _ 1, 1
argmax (o) =Proj,, { (Ty—Tp,) © Tekl] = EPrOJpek [(Tg—Tgk)OTekl] = —argmax E(9).

Using this, we are able to verify maxy, E.(¢) = E% maxy E(¢). Thus the optimal
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solution of (4.29) is

argmin, {61 7 max E(p) + ZLH(G)} = argming {mgx E(p) + ZhH(G)} .

This shows the equivalence between the modified scheme (4.29) and the original
scheme (4.8).
In our actual implementation, we still prefer the double-minimization scheme. We

solve
2
(4.30) min {EXN,, Vb, (Tp, (X)) — (Te(X) —eTek (X)> }
instead of (4.27) in each inner loop and set
(W31)  J(0) = Exey 2005 (T, (X)) - To(X)] + 2V (Ty(X)) + Lo(X)

in each outer loop. In actual experiments, we set € = aut.

Remark 4.11 (sufficiently large sample size). It is worth mentioning that the sam-
ple size Kipn, Kout in each SGD step (especially Kjy) should be chosen reasonably large
so that the inner optimization problem can be solved with enough accuracy. In prac-
tice, we usually choose Ki, = Kot = max{1000,300d}. Here d is the dimension of
sample space. This is very different from the small batch technique applied to training
the neural network in deep learning [43].

Remark 4.12 (using fixed samples). Our numerical experiments indicate that the
same samples can be used for both the inner and outer iterations, which may reduce
the computational cost of our original algorithm.

5. Asymptotic properties and error estimations. In this section, we estab-
lish numerical analysis for the parametric Fokker—Planck equation (3.18).

5.1. An important quantity. Before our analysis, we introduce an important
quantity that plays an essential role in our numerical analysis. Let us recall the
optimal value of the least squares problem (3.19) in Theorem 3.8 of section 3.2, or
equivalently (3.20) of section 3.2, and (3.25) of section 3.3. If we denote the upper
bound of all possible values to be d, i.e.,

2
(5.1) b= zug frgﬂl@g po(z)dz 3,
€

M
> & V() = V (V(x) + Dlog py())
k=1

where 1, are solutions to (3.6) in Theorem 3.4, then this quantity provides a crucial
error bound between our parametric equation and original equation in the forthcoming
analysis. Ideally, we hope dy to be sufficiently small. This can be guaranteed if the
neural network we select has universal approximation power. §p can be bounded by
another constant with a more approachable form:

2

8T
9 po(z)dx

(5.2) b =sup min -V (V(z) + Dlog pg(x))

fco SER™

By (3.4) of Lemma 3.3, one can verify §, < dp. From (5 2), we observe that dy is
determined by the optimal linear combination of { 500 } , to approximate the vector
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field V(V + Dlog pg). One may understand this approximation from three different
aspects:

e If Ty is chosen as a linear combination of basis functions, i.e., Tp(z) =
Zi\il 0, (), we can give an explicit estimate on dy. For example, if ®y(z)
is picked as the Fourier basis and V(V + Dlog pg) € H® (s > 1), the classical
spectral method theory can be applied to obtain an estimate dp = O(M~—#)
[49, 66]. If the radial basis function is selected, a related approximation
bounded can be obtained too [9].

e Having a small value for 50 as well as g is equivalent to finding a suitable Ty
such that a specific vector field V(V + Dlog pg) can be accurately approx-
imated in our estimate. In other words, when neural networks are used for
Ty, one needs to pick a neural network structure such that it can approxi-
mate V(V 4 Dlog pg) well. This seems to be an easier question than the task
for the so-called universal approximation theory for neural networks, which
requires Ty to approximate an arbitrary function in a space.

e In our implementation, we use normalizing flows, a special type of deep neu-
ral network. Our numerical examples seem to show promising performance.
In the existing literature, although there are several references providing the
universal approximation power of neural networks [72, 15], the results are
mainly focused on general ReLU networks and on the approximation power
of function value, which is different from our case. To the best of our knowl-
edge, there is no existing study discussing explicit bounds for vector field
approximation by deep neural networks. We believe that the question of how
do or 50 explicitly depends on the structure of Ty is a fundamental research
problem that deserves careful investigations.

It is also worth mentioning that Jy is used for an a priori estimate in this section,
because we don’t know the exact trajectory of {6;} when solving ODE (3.18), and we
take the supremum over © to obtain dy. Once solved for {6}, denote by C the set
covering its trajectory, i.e.,

(5.3) C=1{0]3t>0, st.0=0.

We define another quantity, d;:

(54) & = 2161%:) 516117%1@ {/ |V®(Ty(z)) ¢ — V (V + Dlog pg) o Tp(x)|? dp(x)} .

Clearly, we have §; < Jy. We can obtain corresponding posterior estimates for the
asymptotic convergence and error analysis by replacing §y with d7.

5.2. Asymptotic convergence analysis. In this section, we consider the so-
lution {6;},>0 of our parametric Fokker—Planck equation (3.18). We define

oo

As we know, for the Fokker—Planck equation (2.2), when the potential V € V, {p;} will
converge to the Gibbs distribution p, = %e‘v(x)/D as t — oo under the measure of
KL divergence [20]. For (3.18), we wish to study its asymptotic convergence property.
We come up with the following result.

V2U = KI with K > 0 and ¢ € L™ (R%)

V € C%(R%), V can be decomposed as V = U + ¢, with U, ¢ € Cz(Rd);}
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THEOREM 5.1 (a priori estimation on asymptotic convergence). Consider the
Fokker—Planck equation (2.2) with the potential V. € V. Suppose {0;} solves the
parametric Fokker—Planck equation (3.18), and denote 0y as in (5.1). Let p.(z) =
%e‘v(’“')/D be the Gibbs distribution of original equation (2.2). Then we have the
inequality

do
ApD?

(5.5) Dir(po.llps) < (1 — e P2ty L Dy (pg, || ps) e P21

Here Ap > 0 is the constant associated to the logarithmic Sobolev inequality discussed
in Lemma 5.2 with potential function %V.
To prove Theorem 5.1, we need the following two lemmas.

LEMMA 5.2 (Holley—Stroock perturbation). Suppose the potential V- € V is de-
composed as V = U + ¢, where V2U = KI and ¢ € L. Let A = Ke=°5®)  where
osc(¢p) = sup ¢ — inf ¢. Then the following logarithmic Sobolev inequality holds for
any probability density p:

(5.6) Dic(pllos) < Z(plp.).

Here p, = ~e~V and Z(p|p.) is the Fisher information functional defined as

2(olp.) = [[ 108 (20t .

Lemma 5.2 was first proved in [20].

LEMMA 5.3. For any 0 € ©, we have
(5.7) D2 T(pglp.) < 80 + VoH(6) - G(9) "V H (),
where &g is defined in (5.1).

Proof of Lemma 5.3. Let us denote ¢ = G(0)"'VoH () for convenience. Sup-
pose {6;} solves (3.18) with 6y = 6. By Theorem 3.7, %'Dgt}t:O = —(Tpy),€ is an
orthogonal projection of —grady, H(pg) onto 7,,P with respect to metric g". Thus
the orthogonal relation gives

9" (~grady, H(ps), —grady H(ps)) = 9" (grady H(ps) — (Toz) & grady H(pe) — (Toz),£)

(5.8) +9" ((Toy) & (Toz) 6)-
One can verify that the left-hand side of (5.8) is
(5.9)

9" (~grady, H(ps), —grady H(ps)) = / [V(V(2)+Dlog pe(w))* p(x) dz = D* (polp..).

Recalling the equivalence between (3.19) and (3.20) and the definition of dy in (5.1),
we know that the first term on the right-hand side of (5.8) has an upper bound,

(5.10) 9" (grady H(pe) — (Top) &, grady, H(pe) — (Toz),£) < do.
The second term on the right-hand side of (5.8) is
9" (Tor).& (To),£) = (Toz)"g" (£,€) = GO)G(0) ™' VoH (0), G(0)™'VoH (0))
(5.11) =VeH(0) - G(0)"'VeH ().
Combining (5.8), (5.9), (5.10), and (5.11) yields (5.7). d
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Proof of Theorem 5.1. Let us recall the relationship between KL divergence and
relative entropy,

Diw(pllp.) = 75H(p) +log(Zp).

Actually, we can treat Dk, (pg||ps) as a Lyapunov function for our ODE (3.18), be-
cause by taking the time derivative of Dkr,(pe, ||p«), we obtain

d 14 1 1 .
D (oo, l2) = 5351 p0) = 160 VH(0) = S VH(8,) - G~ (0)VH(6).

Using the inequality in Lemma 5.3, we are able to show that

d do
—7D < =—DT %)
p KL(Po, || px) < o) (po.|p«)

By Lemma 5.2, we have

d

oo ~
—7D < =—D D %)
p KL (P8, ||px) < D Ap Dxw(pe, || p«)

Therefore we obtain, by Gronwall’s inequality, the following estimate:

5 s .
IDKL(I)Qt”P*) < = 0 (1 e DADt) +DKL(PGO||P*)€ DApt 0O
ApD?

Remark 5.4. Following the previous proof, we can show a similar convergence
estimation for the solution {p;}+>0 of (2.2). Such a result was first discovered in [7].

(5.12) Dk (pellps) < Diwlpollps) e PPt vt > 0.

A nominal modification of our proof for Theorem 5.1 leads to an a posteriori ver-
sion of our asymptotic convergence analysis, which is stated in the following theorem.
THEOREM 5.5 (a posteriori estimation on asymptotic convergence).

6 Y Y
Dirpo,lp+) < —— (1= e P22t + Diep(po, [l p) e P*",
ApD?

where 81 is defined in (5.4).

5.3. Wasserstein error estimations. In this subsection, we establish our error
bounds for both continuous and discrete versions of the parametric Fokker—Planck
equation (3.18) as approximations to the original equation (2.2).

5.3.1. Wasserstein error for the parametric Fokker—Planck equation.
The following theorem provides an upper bound between the solutions of (2.2) and
(3.18).

THEOREM 5.6. Assume that {6, }1>0 solves (3.18) and {p,}1>0 solves (2.2). If the
Hessian of the potential function V' in (2.2) is bounded below by a constant X, i.e.,
V2V = X\ I, the 2-Wasserstein difference between p; and pg, can be bounded as

Y0 (1 — e=M) 4 e MWy (pgy, po)  if A0,

(5:18)  Walpo,pe) < (1) = {\/%H Wapo,. p0) i A=0.
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{pr}o<r<a

{ps}s=o

{pa. }s>0

Fiac. 3. An illustrative diagram for the proof of Theorem 5.6.

To prove this inequality, we need the following lemmas.

LEMMA 5.7 (constant speed of geodesic). The geodesic connecting po, p1 € P(M)
is described by

(5.14) {851 + V- (p:Vihy) = 0,

pt|t:0 = Po, pt|t:1 = pP1-
8816: + %lth‘z = 0)

Using the notation py = Oypy = —V - (p:Vpy) € Tp, P(M), gV (p1, pt) is constant for
0<t<1and g"(pe, pr) = Wi(po,p1) for 0 <t < 1.

LEMMA 5.8 (displacement convexity of relative entropy). Suppose {p:} solves
(5.14), and the relative entropy H in (2.8) has potential V satisfying V2V = M ; then

we have £g" (grady H(pe), pi) > AW3(po, p1), or equivalently %H(pt) > A\W2(po, p1)-

Lemma 5.7 originates from section 7.2 of [4]. A generalization of it has been proved
in Lemma 5 of [40]. A more gencral version on the displacement convexity related
to Lemma 5.8 was discussed in Chapters 16 and 17 of [68]. To be self-contained, we
provide direct proofs of both Lemma 5.7 and Lemma 5.8 in Appendix D.

Proof of Theorem 5.6. Figure 3 provides a sketch of our proof: For a given time
t, the geodesic {p-}o<r<1 on Wasserstein manifold P (M) that connects pg, and p,
satisfies the geodesic equations (5.14). If differentiating W3 (pq,, p1) with respect to
time ¢ according to Theorem 23.9 of [68], we are able to deduce that

d . - . =
(515) %Wg(petapt) = 2gW(p0ta _PO) + QQW(pta p1)7

in which /L)O = a‘l’ﬁTlTZO ==V (ﬁOV'(/)O)v ﬁl = aTﬁT'T:]. =-V- (ﬁlvwl) Notice that

po, = (Tog)«0s,  pr = —grady H(p:) = V - (p,V(V + Dlog py)).
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Using the definition (2.5) of Wasserstein metric, we can compute the following (recall
that pg, = po, pr = p1):

9" (P, o) = /V(V+D10gﬁo)'1/}o podr g% (pu,pr) = /V(V+D10g p1)-yn1 pr1 d.

Now we can write (5.15) as

1 d - K -
§%W22(Peta pt) = QW((Tetﬁ)*et + grady, H(pe, ), —po) + QW(—gradWH(Pet)’ —po)
+ gW(—gradW’H(pt), p1)
set: :—ét -
FET W (grady Hps,) — (Tou)+&, — o)
(5.16) — (9" (grady H(p1), p1) — 9" (grady H(po), fo))-

For the first term in (5.16), we use the Cauchy—Schwarz inequality, (5.1), and Lemma
5.7, which implies g(po, po) = W (pe,, pt), to obtain

gW(gradW’H(pgt) - (Tetﬁ)*f, 7ﬁ0)
< \/gw(gradWH(pef) - (TGtﬁ)*f, gradW”H(pgt) - (Tefﬂ)*g) \/gw(ﬁ(),ﬁo)
(5:17) < V0 W (po,. o).

For the second term in (5.16), we write it as
(5.18)

1
—_ - —_ = d — =
gw(gradwﬂ(m%m) - gw(gradWH(Po)mo) = /o *dTgW(gradWH(Pr)vpr) dr.

By Lemma 5.8, we have

(5.19) 9" (grady H(p1), 1) — " (gradyH(po), po) = A W3 (pe,, pr)-
Combining inequalities (5.17), (5.19), and (5.16), we get

1d

§%W22(P6“Pt) < —AW3 (pa,, pr) + \/% Wal(po,, pt)-

This is

d

%Wﬂpa“m) < —=AWa(pe,, pt) + V/do-
When A # 0, Gronwall’s inequality gives

3
Wa(pa,; pr) < Q(l — e M) + e M Walpg, s po)-

When \ = 0, the inequality is %< Wa(pg,, pt) < v/do, and direct integration yields

W2(p9t7pt) < \/%t + WQ(ﬂ@ova) . o

When the potential V' is strictly convex, i.e., A > 0, (5.13) in Theorem 5.6 provides
a nice estimation of the error term Wa(py,,p:) at any time ¢ that is always upper

bounded by max{¥%, Ws(pg,, po)}-
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In the case that the potential V' is not strictly convex, i.e., A could be 0 or negative,
the right-hand side in (5.13) may increase to infinity when time ¢ — oo. However,
(5.5) and (5.12) reveal that both py, and p; stay in a small neighborhood of the Gibbs
p« wWhen t is large. When taking this into account, we are able to show that the error
term Wa(pg,, p:) doesn’t get arbitrarily large. In the following theorem, we provide a
uniform bound for the error depending on ¢.

THEOREM 5.9. Suppose {pi}i>0 solves (2.2) and {pg, }1>0 solves (3.18), and the
Hessian of the potential V € V is bounded from below by A, i.e., V2V = XI. Then
(5.20)

WQ(th?pt) < min Q)\(t)v

where the function Qx(t) is defined in (5.13), Eg = Wa(pgy, po); K1 = Drr(pe,llp«)s
and Kz = D (pol p«)-

LeEMMA 5.10 (Talagrand inequality [47, 68]). If the Gibbs distribution p. satisfies
the logarithmic Sobolev inequality (5.6) with constant X > 0, p. also satisfies the
Talagrand inequality:

o Drrplps)

(5.21) <

> Wa(p, p<)  for any p € P.

Proof of Theorem 5.9. The first term is already provided in Theorem 5.6, and
the second term is just a quick result of Theorem 5.1 and the Talagrand inequality:
for t fixed, (5.5) together with the Talagrand inequality (5.21) gives

'D N 26, . -
WQ(pGMP*) < KL Pﬁf”p \/)\2 ;2 e*)\DDt) + 2K1€7)\DD15

260

< \2 )2
A\,D

Similarly, (5.12) and (5.21) give

WZ(php*)<\/2’DKL§pt“p*) <\/2-K2e’~\2DDt'
D

Applying the triangle inequality of Wasserstein distance Wa(pg,, pt) < Wa(pe,, p«) +
Wa(pt, p«), we get (5.20). |

Based on Theorem 5.9, we can obtain a uniform a priori error estimate.

THEOREM 5.11 (main theorem on a priori error analysis of the parametric Fokker—
Planck equation). Assume Eg = Wa(pe,,po) and &g defined in (5.1) are sufficiently
small in the sense that

(5.22) Eo < A\/So + B, /3o + Ey < Be #p(A+1),

Then the approzimation error Wa(pa,, pt) at any time t > 0 can be uniformly bounded
by Ey and dg:
o When A > 0, Wa(pg,, pt) < max{y/d0/\, Eo} ~ O(\/d + Ey).
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-
-

///—%\/5704' (Eo + \‘//SF) el

\

SR AV, + Benot

Fia. 4. An illustrative diagram for the proof of Theorem 5.11.

o When A\ =0, Wa(pg,, pi) < L2 log L + By ~ O(V/5) log —oe + ).

— KD \/%\J;FO B
o When X <0, Walps,, pr) < AVBo+B™*5 (Eo + \/Bo/|N) M5 ~ O((Eo+
\/%)Z\A\ES\DD),

Here A, B, up are O(1) constants depending on V, D, po,0y. Their values are given
in (5.24).

Proof of Theorem 5.11. When A > 0, by (5.20), we have E(t) < @ + (Eo —

@) e~ and the right-hand side can be bounded by max{Ey, ‘/)‘\STJ}

When A < 0, we denote the right-hand side of (5.20) by

1
(5.23) E(t) = min {— 3o + (Eo - \(f»o) et A/8g + Be_“Dt} :

RY

where

(5.24) A= Y2 p_

are all positive numbers. The first term in (5.23) is increasing as a function of time
t, while the second term is decreasing; combining Ey < Av/dy + B, we know ty =
argmax,F(t) is unique and satisfies

1
(525) — W 0o + (EO + \()?) e|)\‘t0 —_ A\/%‘i‘ Be—,u;:)to7

as indicated in Figure 4.
Since A > 0, (5.25) leads to (Fy + ‘l/T‘s?)e"\“" > Be #P' and thus

log B — log (Eo + %)

5.26 to >
520 : A+ o

Using (5.26), we show that
(5.27)
255)
X+rDp
(EO + m) ? .

[A]
max E(t) = E(ty) = A\/do + B e "Pt0 < A\/5y + BN+ip N

>0
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As a result, Wa(py,, pt) can be uniformly bounded by the right-hand side of (5.27).
Since A, B are O(1) coefficients, this uniform bound is dominated by the term
XpD
O((Eo + 422 R ) = O((Eo + /3) 430D,

At last, when A = 0, by (5.20)

E(t) = min{\/%t+Eo,A\/%+ Bef,wt}.

Let us denote f(t) = A\/Sy+ Be #Pt — /5ot — Ey. Similar to the analysis for the case
A < 0, we denote g = argmax;>E(t), and then #y is unique and solves f(ty) = 0.
Since f(t) is decreasing with f(A+1) >0, tc > A+ 1. Then we have

max E(t) = E(ty) = A\/8g + Be "P% = \/5oto + Eo > \/6o(A+ 1) + Eq.

>0
This leads to Be Pt > /5y + Ey, i.e., tg <= log W+E Thus we have

LTS B
r{l;igiE( \/%to+Eo<—1 S T E + Ey.

Therefore Wa(pg,, p+) can be uniformly bounded by the term \/% log \ﬁ+ o + Ey ~
1

O(\/(%logm +E0) O

Remark 5.12. In the case that V' € V is not convex, we can decompose V by

V = U+ ¢ with V2U = KI (K > 0) and V?¢ = K4zI. We can still assume

V2V = M, but A may be negative. One can verify that K, < 0 and |K4| — K > |A|.
__osc(¢)
D

On the other hand, one can compute A\p = %e . Combining them, we provide

a lower bound for a:

1

a>~(D,U,¢) = TR
1+2(‘K¢‘ 1>e o

One can verify that increasing the diffusion coefficient D or convexity K, or decreasing
the oscillation osc(¢) and convexity Ky, can improve the lower bound (D, U, ¢) for
the order «.

In a similar way, we can establish the corresponding a posteriori error estimate
for Wa(p,, pt)-

THEOREM 5.13 (a posteriori error analysis of the parametric Fokker—Planck equa-
tion). Suppose Ey = Wa(pg,, po) and 81 defined in (5.4) satisfy the condition (5.22)
with &g replaced by 61. Then

1. when X >0, Wa(py,, p:) can be uniformly bounded by O(Eq + v/51);
2. when X\ = 0, Wa(pg,, pt) can be uniformly bounded by O(\/51 log m—i—Eo);

AXp D
3. when A < 0, Wa(pg,, pt) can be uniformly bounded by O((EO—F\/E)?WEXDD ).

5.3.2. Wasserstein error for the time discrete schemes. To solve (3.18)
numerically, we need time discrete schemes, such as the one proposed in (4.8). In
this subsection, we present the error estimate in Wasserstein distance for our scheme.
We begin our analysis by focusing on the forward Euler scheme, meaning that we
apply the forward Euler scheme to solve (3.18) and compute 6 at each time step.
We denote pg, = Tp, 4D We estimate the Ws-error between py, and the real solution

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/19/25 to 76.94.209.219 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

NEURAL PARAMETRIC FOKKER-PLANCK EQUATION 1421

Po,
Po

F1G. 5. Trajectory of {pe, Yr=o,...,N is our numerical solution; trajectory of {pt}t>0 is the real

,,,,,

solution of the Fokker—Planck equation; {fpt}¢>, , solves (5.30); {p}}i>t,_, solves (5.31).

pt,.- Then we analyze the Wy distance between the solutions obtained by the forward
Euler scheme and our scheme (4.8), respectively, which in turn gives us the W error
estimate for our scheme.

THEOREM 5.14 (a priori error analysis of forward Euler scheme). Let 0 (k =
0,1,...,N) be the solution of forward Euler scheme applied to (3.18) at time t;, = kh
on [0, T] with time step size h = %, pg, = To,yp, and {pt}+>0 solves the Fokker—Planck

equation (2.2) evactly. Assume that the Hessian of the potential function V € C*(R%)
can be bounded from above and below, i.e., \I = V2V < AI. Then

(5.28)
g l—e M
Wa(pos pr.) < (v oh+Ch )1—67_)‘}14_6 *Wa(poy, po) for any ty =kh, 0 <k <N,

where C' is a constant whose direct formula is provided in (5.45).

In order to estimate Wa(py, , pt,. ), we use the triangle inequality of the W5 distance
[68] to separate it into three parts:

(529) W2 (pek ’ ptk) < W2 (pak ’ ﬁ:k) + W2 (p:k y ﬁtk) + W2 (ﬁtk s Pty )

Here {pt}1,, ,<i<t, satisfies

op N . ~
(530) % =V (ptvv) =+ DApt y Pti—1 = POr_1>
and {p}}i>e,_, satisfies

Ip;
ot

(5.31) =V - (piV(V +Dlogpe,_,)) , Pt , = Poi_-

Figure 5 shows the relations of different items used in our proof. We present three
lemmas that estimate three terms in (5.29), respectively.
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where the actual
Vlasov dynamic
sends z to

\thkflﬂtk (aj)

original position of a particle x

\’I G:(tk—l_ﬂfk (3;‘)

Ttk71—>t1c (.T)

Ttk—l — K (:E)

Expectation of this where our para-

distance w.r.t. pg, , metric Fokker
gives upper bound of Planck equation
Wa(pe,, P, sends x to

Fic. 6. Illustration of proof strategy for Lemma 5.15.

LEMMA 5.15. Wa(pa,, p5,) in (5.29) can be upper bounded by \/doh + O(h?).
An explicit formula for the coefficient of h? is included in the following proof.
Proof. We establish the desired estimation by introducing several different push-
forward maps as shown in Figure 6 and then applying the triangle inequality.
(a) We know pg,_, = Tgkflﬂp and pg, = Tgkﬂp, and let us denote Ty, _, ¢, =
Tek o T97€1_1 Then PO, = Ttk—l"tkﬁpek—l'
(b) Let &1 = 0p1 = —G(Or_1) 'VoH(0r_1), and by convention we denote ¥
as a solution of (3.6). We consider the map T}, , 1, (1) = Id+hV®(-)T¢ .
(¢) We denote (yp(-) = V() + Dlog po(-). The particle version (recall (2.3)) of
(5.31) is
(5.32)
Zt=—V{,_,(2t), 0<t<h, with initial condition zy = = ~ pg,_,-

We denote the solution map of (5.32) by Gy, _, ¢, () = 2z,. Then p;, =
Gtk—l—nk up9k71 .

(d) The map Gy,_, ¢, is obtained by solving an ODE in order to compare the
difference with T3, |, . We consider the ODE with fixed initial vector field:

(5.33) Z=—V(p_,(¥) 0<t<h Zy=x~py,_,.

This ODE will induce the solution map G, , ¢, (-) = Id — hV{s, _, (*).
With the maps defined in (a), (b), (c), (d), and using the triangle inequality of Wy
distance, we have

WQ(ka ) ﬁ:k) = WQ(Ttk—lﬁtkﬁpek—1 ) Gtk—lﬁtkﬁp%q)

< Wz(Ttk—lg’tkﬁpek—l ) Ttk—lﬂtkﬁpek—d + W2(Ttk—1*>tkﬁp9k71 ’ étkflﬂtkﬁpgkfd

(A) (B)
+ W2(Gtk71%tkﬁp9k71 ) Gtk—l"tkupek—l) .
(©)

In the rest of the proof, we give upper bounds for distances (A), (B), and (C), respec-
tively.
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(A) Let us define £(0) = —G(0)"'VH(#). Now we set (1) = Op_1 + % (0 —
Op—1) = Op_1 + 7(0k—1). For any =z, consider x, = Tg(T)(TQ_k:(x)) with
0 <7 < h; then {z; }o<-<p satisfies

(5.34) Ty = aGTO(T)(Te_(}—)(x‘r))g(ek—l)a 0<7<h

If zg ~ pp,_, in (5.34), it is clear that xp, ~ Ttkflﬁtkﬂpgkfl. Furthermore, we

denote the distribution of . as p, and {¢,} satisfying
(5.35)
-V (IOT(‘T)(%TG(T) (T&i) (x))gkfl) =-V- (Pf(ﬂf)vwr(ﬂﬂ))» 0<7<h

If we consider

Yr = Viﬁr(yr), 0<7<h, with Yo ~ POy_1>»

and denote g, as the distribution of y., by the continuity equation and (5.35),
we know p,; = o, for 0 < 7 < h, and thus y;, ~ Ttkflﬁtkﬂpgkfl. On the other

hand, when 7 = 0, (5.35) shows V)o(z) = V¥(z)T¢,_;. Combining them,
we bound term (A) as

W22(Ttk—1—>tkﬁp9k—1 ) Ttk—l_ﬂkﬁpak—l)

< Eyompe,_, 1Un — (o + hV%0(0) 1> = Eyorpp,

/oh /oT %(Ws(ys)) ds dr
h

h 2
| () = Tt a7

horhog 2
/0 /‘S £(V1/)S(ys)) dr ds
h

2
= Eyo = Eyo

2
d hld 2
=By | [ (=5 (Tost) ds| <By [(h= 9 ds [ 20000 ds
h3 [h d 2
:g/o Ey, %(VwS(yS)) ds
h4 b VY (ys 2
= 3 (;/0 E,, %@()‘szws(ys)vws(ys) dS) .

Notice that gy, follows the distribution ps, = (Tp, | +se(p,_,) © Tgfkl_l)ﬁpgkf1 =

T9k—1+55(9k—1)ﬁp'
If we define

(5.36) ) 2
M(8, s) :/’&V%(Te(s)(z))+VQl/Js(Te(s)(z))v¢s(Te(s)(Z)) p(z) dz
with 0(s) = 0+ s€(0),
and ¢, solving — V- (psVi)s) = =V - (ps 0gTp(s) © T{(;) £(9)),
where p; = Ty s¢(9)sD,

we are able to derive

~ 1
(5'37) WQQ(Ttk—l—Mkupgk—17Ttk—l—”kﬁpgk—l) < 3 iughm(gk—l’s)h4'
0<s<
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(B) We have

W22<Ttk—14)tkﬁp0k—l ) Gtkqﬁtkﬁp%fl)

S/‘Ttk_l%tk(m)_étk_lg)tk(m”zpek_l(ﬂf) da
_ 2 (/vxll(x)Tg(ak_l) Ve ()P0, () dx)

e ( [ 9% @) €)oo, ) o T () dp<r>)

The last inequality is due to Theorem 3.8 and definition (5.1).

(C) Recalling that {z:} and {Z:} solve (5.32) and (5.33) with initial condition
20 = Zo = x, respectively, similar to the analysis in (A), we can estimate term

(C) as

W22(Gtk—1_)tkﬁpak—l ) Gtk—l—ﬂfkﬁpek—l)
2

~ 2
S Em~p9k71 |Zh - Zhl - El"“PQk,l

h
/ VChor(x) — Vi (2r) dr
0

h T d 2
= E B
- /0 /0 dSVCQkfl(zs) ds dt

h3 h d 2 h4 1 h
<E;— -4 s ds=— | + E.
= 3 /0 dSVCQk—1(z ) S 3 (h /O s
We define

N(8, s) ‘VZCQ ZS)CH(ZS)
2 = —VCe(zt), 20 ~ Pg-

2
:Ea:

h d
/0 (h — s)£V(9kfl(zS) ds

VG001 (26)Co (20)]° ds> .

, with (o(-) =V(-) + Dlog pa(-),

Similarly to (A), we have

- 1
W22(Gtk71ﬁtkﬂp9k71’Gtkflﬁtkﬁpﬁkfl) < 5 sup m(gkfl’h)hél'
3 o<s<h

Combining the estimates for terms (A), (B), and (C) and defining

(5.38) M(9,h) = sup M(0k-1,s), N(O,h)= sup N(Or_1,s),
0<s<h 0<s<h
we obtain
M(0p_1,h) + N(_1, h
Walpo,, 77,) < /Ooh + 0t )\/g Be-1:h) 1o O

LEMMA 5.16. The second term in (5.29) can be upper bounded by O(h?).

Proof. Recall that p; is defined by (5.30) and p; is defined by (5.31). We can
rewrite (5.31) as

Ip;
ot

=V (p;(VV + DVlogpg, , — DVlogp;)) + DAp;, tx—1 <t <ty
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We consider the following SDEs sharing the same trajectory of Brownian motion
{B;}o<r<n and initial condition:

(5.39)
dz, = —VV(x,)dr + V2D dB;,
(5.40)

dey = =VV(z})dr + (DVlog p; ., (x}) — DVlogpg,_, (x}))dr + V2D dB,,

with initial condition: xg =z ~ pg,_, and 0 <7 < h.
Subtracting (5.39) from (5.40), we get

Ty — T, = / VV(zs) — VV(x}) + 7z}, s) ds,
0

in which we denote 7(x,7) = DVlogp;, _ .,(x) — DVlogpe,_,(x) for convenience.
Hence,

2

/ (ak, s) ds
0

<2E [T /0 YV (22) — VV(22)? ds] +2E [T / 7zt 5) P ds]

0

ElzX —2,>=E

/ VV () — VV(2}) + 7@, 5) ds
0

2
+2E

2
<2E

/T VV(xs) — VV(x:) ds
0

P (/ E|VV (2,) — VV(2}) + E|f{(?, )| ds) .
0

Since the Hessian of V' is bounded from above by A, |VV(z) — VV (y)| < Alz — y| for
any z,y € R%, we have the inequality

(5.41) Bzt — . > < 27A2 / B2t — 24| ds + 27 / E|7(z%,5)[? ds.
0 0
If we define U; = [ Elz} — z,|? ds and R, = [ E|#(z7, )| ds, (5.41) becomes
Ul <2A*7U, +27R,.

By integrating this inequality, we have U, < [/ 2eMT* =5 s R, ds and Ul <
4A2%7 fOT A=) s R ds + 27 R... Therefore

h
Wa(phy, ) < \/Elay, — a2 = U}, < \/4A2h/ A=) sR, ds + 20 Ry
0

Since R; is increasing with respect to 7, we are able to estimate
(5.42)

h
Wa(p3,, pr,) < \/4A2h2/ eMh?=s) gds + 2h \/ Ry, = \/2A(6Ah2 — 1)h + 2h+/Ry,.
0
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Next we estimate Rjy. Recalling pj, | = pp,_, as in (5.31), we have

h
Ry = / Ex:|Dlogpl, ,.(a%) — Dlogpl, (%) ds
0

h 59 2
= D2/0 Egx /0 aVIOg Pt +e(T5) dt| ds
h 519 2
< D2/ E.s s/ —Vlogp; . (x%)| dt| ds
0 s 0 6t k—1

2
Pr,_,4s dx dt ds.

= D? " ss ﬁwo *
- 0 0 8t gptk—1+t

By (5.31), one can further compute % log py, 4t =—Vlogpr, 11V _, —Al,_,-
Let us define

20,1, = [ I9(VIog e Ve + A)p, da with G =V + Dlogpy

Ips
0s

Then we have the estimation

and

+V - (psVG) =0, po= pe

h s 2
D
Ry, < Dz/ / 5- ( sup S(le,t,s)> dt ds=— sup £(0r_1,t,5) h®.
o Jo

0<t<s<h 0<t<s<h

Let us also define

[N

(5.43) L(a,h):( sup 2(0,t,s)>

0<t<s<h

Thus (5.42) becomes Wa(p}, , pr,) < \/%(A(eAhQ —1)+2)L(0x_1,h) h?>. When the

step size h is small enough, we have e’ < 2. Let us denote K (D, A) = / 2?2 (A+2).
Thus we have Wa(p}, , pr,) < K (D, A)L(0x—1,h) h*. 0

Remark 5.17. Analyzing the discrepancy of stochastic particles under different
movements provides a natural upper bound for the W5 distance. Both Lemma 5.15

and Lemma 5.16 are derived by making use of the particle version of their correspond-
ing density evolution. Such proving strategy was motivated from section 3.3.

LEMMA 5.18. The third term in (5.29) satisfies Wa(ps, , p,.) < € M Wa(pt,_ 1, Por_,)-
Here we recall that X satisfies V2V = \.

This lemma is a direct corollary of the following theorem.

THEOREM 5.19. Suppose the potential V € C%(R?) satisfying V2V = M for a
finite real number X, i.e., the matriz V2V (z) — M, is semi—positive definite for any
x € R Given p1, ps € P, and denoting by pgl) and pff) the solutions of the Fokker—

Planck equation with different initial distributions p1 and ps, respectively, i.e.,

(1)

d
L=V (V) +Dap" o) =,
P (2)

gtt = V- (p"VV) + DA, o = po,
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then
(5.44) Walp", pi”) < e N Walpr, po).
This is a known stability result on Wasserstein gradient flows. One can find its

proof in [4] or [68]. With the results in Lemmas 5.15, 5.16, and 5.18, we are ready to
prove Theorem 5.14.

Proof of Theorem 5.14. For convenience, we write
Erry, = Wa(pe,, pt,)s k=0,1,...,N.

Combining Lemmas 5.15, 5.16, and 5.18 and the triangle inequality (5.29), we obtain

1 1
Err, < /00 ht| —=M(0p_1,h)+—=N(0p_1,h)+K(D,A)L(0s_1,h) | h2+e " Errj_;.
e <3 <ﬁ(k1)ﬁ(“) ( ><k1)> -

Let us denote the constant C' depending on initial parameter 6y, time step size h, and
time steps N:
(5.45)

1 1
0(007 h’ N) = ogingazif(—l {\/gM(ekh h) + %N(ekfh h) + K(Dﬂ A)L<6k717 h)} .

In the following discussion, we will denote C' = C(6g, h, N) for simplicity. By
(5.45), we have

(5.46) Erry < \/doh + Ch? + e MErr),_;.
Multiplying e**” on both sides of (5.46), we get
(5.47) MM Err, < (V0o h+ Ch?)eMh 4 2 E=Dhpry

For any n, 1 <n < N, summing (5.47) from 1 to n, we reach

n AR _ AR
" Err, < (v/doh+Ch?) | Y M | 4 Errg = (\/50h+0h2)€w—_1 + Erro.
k=1
Recalling that ¢, = nh for 1 <n < N, this leads to
51— e Atn A
Errng(\/éoh—l—Ch )m‘i‘e_ tnEITO, ’I’L:].,...7N. 0

Theorem 5.14 indicates that the error Wa(py, , py, ) is upper bounded by O(y/5o) +
O(Ch)+O(Wa(pa,, po))- Here O(1/dp) is the essential error term that originates from
the approximation mechanism of our parametric Fokker—Planck equation. The O(Ch)
error term is induced by the finite difference scheme, and the O(Wa(pg,, po)) term is
the initial error.

It is worth mentioning that the error bound for the forward Euler scheme in
(5.28) matches the error bound for the continuous scheme (5.13) as we reduce the
effects introduced by finite difference. To be more precise, under the assumption
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limy, o C(6p, h, N)h = 0, we have

— e

. 1 At B
%ILHO(\/ (Soh + Ch2)m +e )\tWQ(p%apO)

: _ h _
= lim (/3o + Ch)(1 — ™) m— 5 + ¢~ Wa(pg, . po)
Vo

1 _
= T(l — e M) + e MWa(pg,, po)-

This indicates that error bounds (5.28) and (5.13) are compatible as h — 0.

Remark 5.20 (O(h) error order). Under further assumptions that © = R™, Ty(z) €
C3(© x R?), and

(5.48) lim H(f) = +o0,

60— 00

we can show that the finite difference error term O(Ch) is of order O(h). In fact,
the solution obtained from the forward Euler scheme is always restricted in a fixed
bounded region of ©. To be more precise, supposing the initial value is 8y, we consider
©0 = {0|H(9) < H(6p)}. By (5.48), one can verify g is a bounded and closed set
and thus compact. We set [ = maxgee, |G(0)"'VoH()|. Then we consider a slightly
larger set ©4 = {6 | there exists ' € Op, s.t. |0 — 0’| < 1}. Notice that O} is also
bounded. We define

G
Omin

= min omin(G(6)), oZ

= maxX omax(V2sH(0)).
96@6 max a ( 00 ( ))

6co}

Here omax(A4), omin(A4) denotes the maximum and the minimum singular values of
206, .
72, 1}, the numerical

m.

matrix A. We can show that for any time step size h < min{

solution {0 }_, obtained by applying the forward Euler scheme to (3.18) is included
in ©g. To prove this, we first show #; € ©g and consider

h? ~
H(61) = H(o — hG(6o) "'V H (00)) = H(0o) — h&" G (00)€ + 7€TV39H(9)§

h2
< H(0o) — hogl€” + -5
Here we denote £ = G(0p) "'V H (0). The second equality is due to Tp(x) € C3(O x
R?) and thus H(-) € C?(©). We notice that § = 6y + 7(hG(0y) "' VoH (b)) with
0 <7 <1 and thus § € ©}. Since H(#;) < H(), we know 0; € ©g. Applying
a similar argument with 6y being replaced by 61, we can further prove 0y € Og.
By induction, we can prove {0}, C ©q. Since M(6,s),N(H,s),L(H,s) depend
continuously on 6, s, their supreme values on compact set O x [0,1] must be finite
so we know C(6g, h, N) in (5.45) is upper bounded by a constant independent of h as
well as N (recall N = 7). Thus the error term O(Ch) is of O(h) order.

Similar to the discussion in previous sections, we can naturally extend Theorem
5.14 to an a posteriori estimate.

ol 1> < H(6).

THEOREM 5.21 (a posteriori error analysis of forward Euler scheme).

1—e M _
Wa(po,, pr,) < (VO1h + ChQ)m + e M Wa(pg,, po)
for any tp=kh, 0<k<N.
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The explicit definition of the constant C is in (5.45).

Up to this point, we have mainly analyzed the error term for the forward Euler
scheme. In our numerical implementation, we adopt the scheme (4.8), which turns out
to be a semi-implicit scheme with O(h?) local error. In the following discussion, we
compare the difference between the numerical solutions of our semi-implicit scheme
and the forward Euler scheme.

Recall that the parametric Fokker-Planck equation (3.18) is an ODE: § =
—G(0)"'VyH (0). We consider two numerical schemes:

(5.49)
Opi1 =0, —hG(0,) 'VeH(0,), 6p=06, n=1,2,...,N (forward Euler scheme),

(5.50)

9n+1 = én—hG(én)ﬂVgH(énH), Op=0,n=1,2,...,N (semi-implicit Euler scheme).

We denote F(0') = G(0')"'VoF(0") and set
L= max {IF(6,) ~ F@)]/10: - 6]}

Ly = 1%%XN{IIV9H(9TL) = VoH (0ns1)lI/116n = Onsal},

My = max (|G} M= max (IV6H @)},

where || - || is a vector norm (or its corresponding matrix norm).

THEOREM 5.22 (relation between forward Euler and proposed semi-implicit
schemes). The numerical solutions 0,, and 0,, of the forward Euler and semi-implicit
schemes with time step size h and Nh =T satisfy

M2M,L,

16, = Gall < (1 + Lih)" — 1) 7
1

h, n=1,2,...,N.

This result implies that |6, — 6,|| can be upper bounded by (17 — 1)%h

When assuming the upper bounds Ly, Lo, My, My ~ O(1) as h — 0 (or equivallently
N — 00), the differences between our proposed semi-implicit scheme and the forward
Euler scheme can be bounded by O(h). As a consequence, we are able to establish an
O(h) error bound for our proposed scheme (4.8).

Proof of Theorem 5.22. If we subtract (5.50) from (5.49),

(9n+1 - én+1) = (en - én) - h(G(en)_1v9H(9n) - G(én)_1v9H(én+1))a

and denote e, = 0,, — 0,, and F(0) = G(0,,) 'V H (6), we may rewrite this equation
as

eni1 = €n — h(F(0,) — F(0,) 4+ G(0,) " (VoH (6,) — VoH(0,11))).

Recalling the definitions of Ly, Lo, M, we have

lens1ll < lenll + hLallenll + AMy Lol|41 — 0]

By the semi-implicit scheme, we have

Ons1 — O = —hG(0,) " VoH (0 11).
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Thus [6,,41 — 6, || < hMyM,. This gives us a recurrent inequality,

lensall < llewll + hLullen + M2MsLoh?,

which implies

MZMsL M2M,L
(||€n+1 + 1L22h) < (1 +hLy) <||€n| + lL“h> ;, n=01,...,N—-1
1 1

This leads to

M2M; Ly

I h.

lenl] < (14 hL1)"™ = 1)

When we solve the ODE on [0, T| with h = T/N, we have (14 hL;)" < (1+hL;)N =
(1+ L}TT)N < el1T. This means all terms {||e,||}1<n<n can be upper bounded by

2
(el —1)Mifiatep, O

Remark 5.23. In order to make our argument clear and concise, we omitted the
errors introduced by the approximation of ReLU function t,. Careful analysis on
how well Vi, can approximate a general gradient field is among our future research
directions.

Remark 5.24. The convergence property of the SGD method (mainly the Adam
method) used in our Algorithm 4.1 is not discussed in details. One can check its
convergence analysis in the paper [26]. Based on our experiences, for most of the
smooth potential functions V' € V with diffusion coefficient D not too small (i.e.,
D > 0.1), our algorithm shows convergent behavior and produces accurate results
when checking against the true solution if it is possible.

6. Numerical examples. In this section, we consider solving the Fokker—Planck
equation (2.2) on R? with initial condition po(z) = N(0, I4) by using Algorithm 4.1.2
We demonstrate several numerical examples with different potential functions V. In
the following experiments, unless specifically stated, we choose the length of normaliz-
ing flow Ty as 60. We set v, : R? — R as the ReLU network with the number of layers
equal to 6 and hidden dimension equal to 20. We use the Adam (adaptive moment es-
timation) SGD method [26] with default parameters D; = 0.9, Dy = 0.999; ¢ = 1078,
For the parameters of Algorithm 4.1, we choose ayt = 0.005, ay, = 0.0005. We follow
Remark 4.11 to choose Kip, Kot = max{1000,300d}. Based on our experience, we
set Mouy = O(W) The suitable value of M;, can be chosen after several quick tests
to make sure that every inner optimization problem (4.27) can be solved.

Our Python code can be downloaded from the Github website: https://github.
com/LSLSliushu/Parametric- Fokker- Planck- Equation.

6.1. Quadratic potential. Our first set of examples uses quadratic potential

V. In this case, we can compute the explicit solution of (2.2). These examples are
used for verification purposes, because we can check the results with exact solutions.

2We can set initial value g so that Tp, = Id, and thus po = Tp, 4P is a standard Gaussian
distribution.
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1t of (mu_11(k), mu_22(K)) (tme step size=0.02) Plot of (time, mu_22(K)) (time step size=0.02) Plot of (cov_11(K), cov_22(K)) (time step size=0.02) Plot of (mu_1(K), cov_11(k)) (time step size=0.02)

(a) (a0} (b) {a{Fy (© {(SH, 28} @ {(ag), =)

Fic. 7. Plot of empirical statistics (numerical solution: blue; real solution: red). (Color
available online.)

6.1.1. 2D cases. We take d = 2 and set V(z) = (z — p)TS 7! (z — p), with
p=[3,3]T and ¥ = diag([0.25,0.25]). The solution of (2.2) is
14 3e-st

4

pe=N(u(t),2(t) p(t) = (1—e "), B(t) = , t>0.

1., 3-8t
1T ¢

We solve the equation in time interval [0, 0.7] with time step size 0.01. We set Moyt =
20 and M;, = 100.

To compare against the exact solution, we set M = 6000 and sample {X1,..., Xy}
~ Tgk_ﬁp at time ¢; and use

M

M
1 - 1
N ) k _ L0 .~ \T
© —M;:lXja by _M_1]§:1(XJ fue) (X5 — fun)

to compute for its empirical mean and covariance of py. We plot the blue curves
{p®)} {,11(216)}7 {(f]gli), f]g;))}, {(ﬂgk), iﬁ))} in Figure 7; these plots properly capture
the exponential convergence exhibited by the explicit solution (red curves) {u(t)},
{u2(t)}, {(Z11(2), Ba2())}, {(pa(t), Z11(2))}-

We also examine the network v, trained at the end of each outer iteration. Gen-
erally speaking, the gradient field V), reflects the movements of the particles under
the Vlasov-type dynamic (2.3) at every time step. Shown in Figures 8 and 9 are the
graphs of ¥, at k = 10 and k = 140, respectively. As we can see from these graphs,
the gradient field is in the same direction, but judging from the variation of two 5 ’s,
when k = 10, |V;| is much greater than its value at k = 140. This is because when
t = 140, the distribution is already close to the Gibbs distribution, and the particles
no longer need to move for a long distance to reach their final destination.

In the next example, we apply our algorithm to the Fokker—Planck equation with
nonisotropic potential

V(x):%(w—u)TE_l(x—u)7 u:{g}, and ¥ — [ ! 1].

One can verify that the solution to (2.2) is

pr =N, ), e = [ ;((11__:—_;)) } » Nt = { 1 1(1+3e78%) } '

We use the same parameters as before. We solve (2.2) at time interval [0, 1.4] with
time step size 0.005.
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CHENW L W

Fic. 8. Graph of ¢y after Moyt = 20 Fic. 9. Graph of vy after Moy = 20
outer iterations at k = 10th time step. outer iterations at k = 140th time step.
. Plot of means . Plot of means (flat gradient)
2 2
2 1 o mujll 2 3 4 2 -1 o mu;ﬂ 2 3 4
F1G. 10. Mean trajectory of {ps, } F1G. 11. Mean trajectory of {pe, }
w.r.t. 6 = —G(0)" Ve H(H). w.rt. = —VgH(0).

Similarly, we also plot the empirical mean trajectory; one can compare it with the
true solution pu(t) = (3(1 —e~t),3(1 —e~*)). Both the curvature and the exponential
convergence to p are captured by our numerical result. To demonstrate the effective-
ness of our formulation, we also compare the mean trajectory obtained by our result
(Figure 10) with the mean trajectory obtained by computing the flat gradient flow
0 = —VyH(0) (Figure 11). It reveals very different behavior of the flat gradient (Vg)
flow and Wasserstein gradient (G(0)~!'V,) flow. Clearly, our approximation based on
Wasserstein gradient flow captures the exact mean function much more accurately.
We compare the graph of trained v, at different time steps k£ = 10,140 (Figures 12
and 13). The directions of Vi), at & = 10 and k& = 140 are different from the previous
example. This is caused by the nonisotropic quadratic (Gaussian) potential V' used
in this example.

6.1.2. Verification of the error estimate. We verify the O(h) error estima-
tion discussed in section 5.3.2 based on numerical experiments with quadratic po-
tentials. We consider V(z) = |z — p|? defined on R? with p = (12.0,12.0) and po
as standard Gaussian at time interval [0,1]. We run our algorithm with several dif-
ferent time step sizes h = 0.01,0.05,0.08,0.1,0.2,0.3 and record their corresponding
mean trajectory {i(®)} as defined in section 6.1.1. During this process, we need to
adjust our hyperparameters iy, aout, Min, Mout correspondingly in order to guaran-
tee the convergence of the Adam method. Denote {u(tx)} as the real solution. We
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Fic. 12. Graph of ¥y after Moy = 20
outer iterations at k = 10th time step.

1433

Fic. 13. Graph of ¥y after Moy = 20
outer iterations at k = 140th time step.

161 (0.3, 1.528)
1.4 1
1.2 1
= 2(0.2,1.139)
=]
E
T 1.0
c
]
@
E 0.8
2 2(0.1;0.678)
S 0.6
< «(0.08, 0.486)
041 «10.05, 0.328)
0.2
2(0.01, 0.071)
0.0 T T T \ T T
0.00 0.05 0.10 0.15 0.20 025 0.30
Time stepsize: h
Fic. 14. Numerical errors versus time step size h.
compute the average 1> error of mean values as AveErr(h) = &>, |3 — pu(ty)|.

We pick h in a range larger than 0.01 because when h is smaller, the influence from
the approximation error dy of normalizing flow Ty as well as initial error Wa(po, pg,)
start to dominate the overall error. Figure 14 exhibits the linear relationship between
our numerical error AveErr(h) and time step size h, which confirms our theoretical

estimates.

Remark 6.1. The reason for choosing quadratic potential is because its corre-
sponding Fokker—Planck equation has an explicit solution. The reason that we focus
on the average error of mean vectors is mainly due to computational accuracy and
convenience: one can approximate the error of the mean vector of a distribution by
computing the arithmetic average of samples, which is faster and more accurate than
computing for the L2-Wasserstein error among two distributions.
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Flow length: 60 Flow length: 60 Flow length: 60
‘samples on iteration #400 0-1-Plane ‘samples on iteration #400 4-5-Plane ‘samples on teration #400 8-9-Plane

xads . xas

(a) projection of samples on (b) projection of samples on (c) projection of samples on
the 0-1 plane the 4-5 plane the 8-9 plane

F1G. 15. Sample points of computed pg, projected on different planes at t = 2.0.

6.1.3. Higher dimension. We implement our algorithm in higher dimensional
space. In the next example, we take d = 10 and consider the quadratic potential

1
V(SL') = i(x_ﬂ)Tzil(x_u)v Y= diag(zAaI27EB7I27EC)a n= (1a 1a0,07 17230a0,273)T'

Here we set the diagonal blocks as

5 _3 1 1
e A Y e R
8 8 4 4

We solve the equation at time interval [0,0.7] with time step size 0.005. We
set Moy = 20 and M;, = 100. To demonstrate the results, 6000 samples from the
reference distribution p are drawn and pushed forward by using our computed map
Ty, . We plot a few snapshots of the pushed forward points (from ¢ = 0.05 to ¢ = 0.70)
in Figure 15. One can check that the distribution of our numerical computed samples
gradually converges to the Gibbs distribution A (p, ).

We solve (2.2) at time interval [0,2] with time step size h = 0.005. We set
Kin = Koy = 3000 and choose Moy = 30, M;, = 100. To demonstrate the results,
6000 samples from the reference distribution p are drawn and pushed forward by
using our computed map Tjp,. We exhibit the projection of the samples on the 0-1,
4-5, and 8-9 planes in Figure 15 at time ¢ = 2.0. One can verify that the distribution
of our numerical computed samples converges to the Gibbs distribution N'(u, X). The
explicit solution to the Fokker—Planck equation is always the Gaussian distribution
N(u(t),2(t)) with mean p(t) and covariance matrix X(¢):

/J/(t) - (1 - e_t7 1- e_t’ 0’ 0’ 1- e_t’ 2(1 - e_4t)70a Oa 2(1 - e_4t)73(1 — €_4t))T7
X(t) = diag(Xa(t), 1, Ep(t), I, Xc(1)),

5 _3 1
with Ea(t) = [ WA ] EB“):{ = }

1+3e8
EC(t) = 4 14+3e~ 8¢ )
4

2 1 55
where f(t) = —564 + gefzt + ﬁe*&.

To compare against the exact solution, we set sample size M = 6000 and compute
the empirical mean ¥ and covariance X* of our numerical solution py at time .
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-01

Fic. 17. Covariance error

Fic. 16. Mean error (l2). al- e
E).

Fi1c. 18. Plot of {H(0)}.

We evaluate the error between i®) and pu(t), S*) and £(t). We plot the error
curves of ||[4®) — pu(t)|2 (Figure 16) and |[2®) — S(t)|| ¢ (Figure 17). Here || - ||p
is the matrix Frobenius norm. Figure 18 captures the exponential decay of H along
its Wasserstein gradient flow; this verifies the entropy dissipation property of the
Fokker—Planck equation with convex potential function V.

In this case, we take a closer look at the loss in the inner loops. Figure 19 shows
the first 10 (out of 20) loss plots when applying the SGD method to solve (4.30) with
k =200 (t =200-h = 1.0). The remaining loss plots from the 11th outer iteration to
20th iteration are similar to the plots in the second row. The situations are similar
for other time steps k. We believe that M;, = 100 works well in this problem; the
SGD method we used can thoroughly solve the variational problem (4.30) for each
outer loop.

(a) 1st iteration  (b) 2nd iteration  (c) 3rd iteration  (d) 4th iteration  (e) 5th iteration

C - i - in] ¢
TV I |y s,
AL ™™ eecresctersnvacenns » St —— , AR A,

(f) 6th iteration  (g) 7Tth iteration  (h) 8th iteration (i) 9th iteration

Fic. 19. Plots of inner loop losses.

6.2. Experiments with more general potentials. In this section, we exhibit
two examples with more general potentials in higher dimensional space.

6.2.1. Styblinski—Tang potential. In this example, we set dimension d = 30
and consider the Styblinski-Tang function [65]

d
3
V(z) = = <Z xi — 1627 + 5xi> .

i=1
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We solve (2.2) with potential V' on time interval [0, 3] with time step size h = 0.005.
We set K, = Koy = 9000 and M, = 100, My = 30.

To exhibit sample results, due to the symmetric structure of the potential func-
tion, we project the sample points in R3? to some random plane, such as the 5-15 plane
used in this paper. The sample plots and their estimated densities are presented in
Figure 20.

(a)t=030 (b)t=060 (c)t=090 (d)t=120 (e)t=150 (f)¢t=1.80

() t=030 (h)t=060 (i)t=090 (j)t=120 (k)t=150 (I)t=1.80

Fi1G. 20. Sample points and estimated densities of pg, on the 5-15 plane at different time nodes.

In this special example, the potential function is the direct addition of the same
functions; we can exploit this property and show that any marginal distribution

Qj(%‘j,f) = / < /p(ﬂ?,t) dCCl .. .dxj_1d$j+1 .. .d%d

of the solution p; solves the following the 1D Fokker—Planck equation:

001 _ D (o(0,8) V'(2)) + DAl t),  of-0) = N(0,1),
(6.1) o o

with V(z) = %(x4 — 1622 + 5z).
We then solve the SDE associated to (6.1):
(6.2) dX, = —V'(X,) dt + V2DdB,, Xo ~N(0,1).

Since (6.2) is an SDE in 1D space, we can solve it with high accuracy by the Euler—
Maruyama scheme [28] and use it as a benchmark for our numerical solution. Figure 21
exhibits both the estimated densities for our numerical solutions (marginal distribu-
tion on the 15th component) and the solution of (6.2) given by the Euler-Maruyama
scheme with step size 0.005. The sample sizes for both solutions equal 6000.

We also illustrate the graphs of ¥; on the 5-15 plane trained at different time
steps in Figure 22.

6.2.2. Affects of different initial distributions. Different initial conditions
po affect the behavior of solutions of the neural parametric Fokker—Planck equation
differently, especially on the convergence speed to the Gibbs distribution. Here is
an example. We consider V the Styblinski-Tang potential in R2. We compute the
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(a) th 0.30  (b) t=0.60 (c) t=0.90 (d) t=1.20 Yt =150 (f) t=1.80

Fi1c. 21. Estimated densities of our numerical solution (red) (projected onto the 15th compo-
nent) and the solution given by the Euler—Maruyama scheme (blue). (Color available online.)

-03_,
01 40
01

5t
" COmpongy *1 02 o5 03 g

(b) ¥y at k=150 (c) ¥p at k=360

Fic. 22. Graph of ¥p on the 5-15 plane trained at different time steps.

solutions with three different initial distributions given as Gaussian distributions with

covariances
1 13 _5
8 3
21:|: 1:|722: ]a23:[_5 B]’
8 8

respectively. Although the solutions converge to the Gibbs distribution, as expected
from the theory, regardless of the initial density, their convergence speed may be differ-
ent. Figure 23 shows the initial distributions and the corresponding densities (which
are the estimations of the samples obtained from our algorithm) at ¢ = 1.0. As we
can observe, the numerical result produced by po = N (0,%;) is already close to the
Gibbs distribution at ¢ = 1.0, while numerical results associated to Yo, X3 still have
noticeable differences from Gibbs. They seem to be trapped in intermediate meta-
stable statuses that are clearly influenced by the orientations in initial distributions.

oolen 00|,
ook oolen

N . » J .

i { i

R . AR
(b) t=1.0 b0 = N0, 55) (d)t=1.0 b0 = N0, 535) (f) t=1.0

Fic. 23. Different behaviors of numerical solution with different pg’s.

In general, we believe that the choice of py affects the behavior of numerical
solution. Choosing a suitable pg may shorten the computing time in the training
process.

6.2.3. Solving the equation with different diffusion coefficients. The dif-
ferent behaviors of the Fokker—Planck equation caused by different diffusion coeffi-
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cients D can be captured by our algorithm. As Figure 24 shows, we apply our method
to solve the Fokker—Planck equation with the Styblinski-Tang potential function with
D = 0.1,1.0,10.0 and exhibit samples points and estimated density surfaces at time
t = 3.0.

‘‘‘‘‘‘‘‘‘‘‘

(a) Samples D = 10 (b) Samples D =1 (c) Samples D = 0.1

B B K
B K
(d) Density D =10 (e) Density D =1 (f) Density D = 0.1

Fia. 24. Samples and estimated densities at t = 3.0; from left to right: D =10, D = 1.0, D = 0.1.

6.2.4. Rosenbrock potential. In this example, we set dimension d = 10. We
consider the Rosenbrock-type function [61]

3 d—1
V(o)== <Z 10(zps1 — z3)? + (21 — 1)2> :
i=1

which involves interactions among its coordinates. We solve the corresponding (2.2)
on time interval [0, 1] with step size h = 0.005. We set the length of normalizing flow
Ty as 100. We set Kj, = Kout = 3000 and M;, = 100, My, = 60.

We exhibit the projection of sample points on the 1-2; 7-8, and 9-10 planes in
Figure 25. Blue samples are obtained from our numerical solution, while red samples
are obtained by applying the Euler—-Maruyama scheme with the same step size.

6.3. Discussion on time consumption. We should point out that the running

time of our algorithm depends on the following three aspects:
(i) Dimension d of the problem; potential function V.
(ii) The size of normalizing flow Ty and fully connected neural network 1,.
(iii) Number of time steps N; outer iterations Moys; inner iterations Mj,; sample
size Kou and Kiy,.

Among them, the networks in (ii) are selected according to (i). The hyperparameters
Mout, Mout, Kout, Kin in (iii) are chosen based on our trial and error as well as Remark
4.10 stated earlier in this paper.

All numerical examples reported in this paper are computed on a laptop with an
Intel Core i5-8250U CPU @ 1.60GHz x 8 processor. For most of the high-dimensional
examples (d > 10), we choose the length of Ty between 60 and 100; for the ReLU
network v, we set its number of layers equal to 6 with hidden dimension 20. We set
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(e) t =0.05 (f) t =0.35 (g) t = 0.50 (h) ¢ = 1.00

(i) t = 0.05 (G) t=0.35 (k) t = 0.50 1) t=1.00

Fic. 25. Samples of our numerical solution (blue) and Euler—Maruyama (red) on different
planes at different time nodes. (Color available online.)

Moyt ~ 50, My, ~ 100 and choose sample sizes Koy, Kin according to Remark 4.10.
The total running time is ranged in 20-40 hours.

We observe that the running time of our algorithm is dominated by the inner
loop of Algorithm 4.1, i.e., the part for optimizing over 1,. The cost associated with
this part can be estimated as O(N - Moyt - Min - (Kints + t5)), where t, denotes the
time cost of using backpropagation to evaluate the gradient with respect to v of each
|V, (To, (X)) — (To(Xk) — To, (Yk))|? in every inner loop of Algorithm 4.1, and ¢,
denotes the time for updating v by the Adam method. Here t,,t, both depend on
d,V and the sizes of networks Ty, ,. According to our experiences, for most of the
cases, tq is of the order of magnitude around 10~°s and ¢, is around 10~ 2s.

Although the cost for our current implementation of the train process is still
high, we want to recall that there is a distinct advantage in the sampling application,
namely, that the network training needs to be done only once. The trained network
can be reused to generate samples, regardless of the sample size, from distribution p;
by pushing forward samples from the reference distribution p with negligible additional
cost. This is in sharp contrast to the classical MCMC sampling techniques, which
require one to solve the SDE associated with the Fokker—Planck equation by numerical
methods, such as the Euler—-Maruyama scheme, for every sample.
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7. Discussion. In this paper, we design and analyze an algorithm for computing
the high-dimensional Fokker—Planck equations. Our approach is based on transport
information geometry with probability formulations stemming from deep learning gen-
erative models. We first introduce the parametric Fokker—Planck equations, a set of
ODEs, to approximate the original Fokker—Planck equation. The ODE can be viewed
as the “spatial” discretization of the PDE using neural networks. We propose a vari-
ational version of the semi-implicit Euler scheme and design a discrete time updating
algorithm to compute the solution of the parametric Fokker—Planck equations. Our
method is a sampling-based approach that is capable of handling high-dimensional
cases. It can also be viewed as an alternative to the JKO scheme used in conjunction
with neural networks. More importantly, we prove the asymptotic convergence and
error estimates, both under the Wasserstein metric, for our proposed scheme.

We hope that our study may shed light on principally designing deep neural net-
works and other machine learning approaches to compute solutions of high-dimen-
sional PDEs, and systematically analyzing their error bounds for understandable
and trustworthy computations. Our parametric Fokker—Planck equations are de-
rived by approximating the density function in free energy using neural networks,
and then following the rules in calculus of variation to get its Euler-Lagrange equa-
tion. The energy law and principles in variational framework build a solid foundation
for our “spatial” discretization that is able to inherit many desirable physical prop-
erties shared by the PDEs, such as relative entropy dissipation in a neural network
setting. Our numerical scheme provides a systemic mechanism to design sampling
efficient algorithms, which are critical for high-dimensional problems. One distinction
of our method is that, contrary to the data-dependent machine learning studies in
the literature, our approach does not require any knowledge of the “data” from the
PDEs. In fact, we generate the “data” to compute the numerical solutions, just like
the traditional numerical schemes do for PDEs. More importantly, we carried out the
numerical analysis, using tools such as KL divergence and the Wasserstein metric from
the transport information geometry, to study the asymptotic convergence and error
estimates in probability space. We emphasize that the Wasserstein metric provides a
suitable geometric structure to analyze the convergence behavior in generative mod-
els, which are widely used in machine learning. For this reason, we believe that our
investigations can be adopted to understand many machine learning algorithms, and
to design efficient sampling strategies based on pushforward maps that can generate
flows of samples in generative models.

We also believe that the approaches in algorithm design and error analysis de-
veloped in this study can be extended to other equations, such as the porous media
equation, the Schrodinger equation, the Schrodinger bridge system, and many more.
These topics are worth further investigating in the future.

Appendix A. Proof of Lemma 3.3.

LEMMA 3.3. Suppose ii,T are two vector fields defined on R?, and suppose o,
solves =V - (pV) = =V - (pti) and =V - (pV1p) = =V - (p¥), or equivalently Proj,[i] =
Vi and Proj,[v] = Vi (cf. Definition 4.2). Then

(3.3) [ @) vo@pla) dz = [ Vetw) - Volalpla) da.
(3.4) [190@Pota) do < [ p@)Pp) de
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Proof of Lemma 3.3. For (3.3),
/ i(x) - Vib(e)pla) di = / V- (pla)ii(@))(z) dz = / V- (ple) V@) (z) de
— [ Vela) - Vui@)pta) da.

For (3.4),
/|U($)|QP(3?) d Z/(\V¢($)|2 +2(0(x) = Vip(x)) - V() + [6(2) = Vi(2)]*)p(w) da
:/(\V¢(I)|2 +1d(@) = Vo (2)*)p() do > /lvi/f(l“)\QP(ﬂf) da.

The second equality is due to (3.3). d
Appendix B. Proof of Theorem 3.7 .

THEOREM 3.7. Suppose {0;}i>0 solves (3.18). Then {pqg,} is the gradient flow of
H on probability submanifold Po. Furthermore, at any time t, pg, = %pet € Tpy, Po
is the orthogonal projection of —grady, H(ps,) € Tp,, P onto the subspace T, Pe with
respect to the Wasserstein metric g" .

Theorem 3.7 easily follows from the following two general results about the man-
ifold gradient.

THEOREM B.1. Suppose (N, g™V),(M,g™) are Riemannian manifolds. Suppose
v : N — M is isometric. Consider F € C*°(M), and define FF = F o ¢ € C®°(N).
Suppose {xi}1>0 is the gradient flow of F' on N:

& = —grady F(x).

Then {y: = ¢(x¢)}e>0 ts the gradient flow of F on M. That is, {y:} satisfies y =
—grad,; F(y).

Proof. Since we always have ¢ = @,y = —p.grady F (), we only need to show
that p.grady F(z:) = grad,;F(¢(x:)). Fix the time ¢, and consider any curve {&;}
on N passing through z; at 7 = 0; since ¢ is isometric, we have g%V = ¢*¢gM, and thus

= gN(grady F(24), &) = g™ (grad y F(z4), o)

d
%F(gﬂr) =0 .
= gM(p.grady F(z4), 0:&0).

On the other hand, denoting 7, = ¢(&;), we have

d

d .
P& = Fm)| = g™ (grad, F(y:),n0) = g™ (gradp, F (), ¢4o).-

7=0

7=0

As a result, g™ (@ grady F(z;) — grad,, F(ye), e«&0) = 0 for all & € Ty, N. Since ¢,
is surjective, we have p,gradyF(x;) = grad,; F(o(zy)). |

THEOREM B.2. Suppose (M, g™) is a Riemannian manifold, and M, C M is
the submanifold of M. Assume Mgy, inherits metric g™, i.e., define ¢ : Moy — M
as the inclusion map, which induces a metric tensor on My as gMs» = 1*gM . For
any F € C(M), denote the restriction of F on Mg, by F**. Then the gradient
grady, F*(x) € TyMsy, is the orthogonal projection of grad F(z) € T,M onto
subspace TyMyp with respect to the metric g™ for any © € M.
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Proof. For any x € Mgy, consider any curve {v,} on M g, passing through x
at 7 = 0. We have

d . " -
T 0n)| = g (radyy,, P (@), 40) = g™ (eradyy,,, P (@), 290)

=gM (grady, . Fsub (z),%0)-

The last equality is because ¢, restricted on T Mgy, is the identity. On the other hand,
Fub(y.) = F(v,) for all 7. We also have

d su .
E}' >(v;) T g™ (grad,, F(z), o).
Combining them, we know
g FoUP(z) — grad,, F(z),v) =0
Vo e T, Map, = gradMsubfsub(m) — grad, F(x) Lon Tp Mgy,

Y(gradyy,,,

which proves this result. 0

Proof of Theorem 3.7. To prove the first part of Theorem 3.7, we apply Theorem
B.1 with (N,¢") = (6,G), M = Pg with its metric inherited from (P,¢") and
¢ = T(.y3- To prove the second part, we apply Theorem B.2 with (M, g™) = (P, g"),
Mg, = P@~ a

Appendix C. Proof of Lemmas 4.6, 4.7, and 4.8.

LEMMA 4.6. Suppose we fix 0y € O; for arbitrary 0 € © and V¢ € L2(R4RY, pp,)
we consider
(4.14)

F(0,V6 | 0) = ( / (2V() - (Ty — Toy) o Ty M) — [Vo()?) pao () dx) +2hH(6).

Then F(6,V¢ | ) < 00, and furthermore F(-, Vo | 8) € C1(O). We can compute

(4.15)  0pF(0,V¢ | ) =2 (/ Ty(Ty. ' ()" V() po,(x) dz+ h ng(9)> )
Proof. To show F(0, Ve 6) < oo, we write

FO.9 [60) = [ 290 Tu(T; @)pa, do — [ 29610, (@) - 2dp(o)
A B
—/|V¢(m)|2p90(aj) dx +2hH ().

C

By the Cauchy—Schwarz inequality, the first two terms can be estimated as

4= Bl 2090l ([ @ Pap(o) + [ aan(a))

Recalling (3.1) and p having finite second order moment, we know the first two terms
are finite. In addition C' = ||V¢H2L2(p9 ) < 00. We thus have shown F'(6, V¢ [6y) < oco.
0
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To show F(-,V¢ |0y) € CHO), recall Ty(x) € C%(O x RY) as mentioned in
section 3.1. We know the relative entropy H(-) € C 1(©), and thus we only need to
prove for F'(-,V¢ |60p) = F(-,V¢ |6p) — 2hH(0). We consider £ € R™ with |£| small
enough and 6 + £ € ©. Then the difference is
(C1) F(0+€ V0 |00) = F(0, V6 |60) = / 2Ve(x) - (Tore = To) o Ty, () po, () da
We denote the ith component of Ty by T, 9(7:), 1 < i < d. By Taylor expansion (with
respect to 6), we have Tg(:zg(x) - TQ(Z) (z) = 89T9(z)(x)T§ + 1ET02, Ty s, ()¢ ()€ with
Ai(z) € 0,1], and then the right-hand side of (C.1) is

T
(/2%TMT%%x»TV¢@hmom0 3
(C.2) Denote by J(0)T¢
/ (Za - (ETOFTL), e @5(@)@) poy da.

By the Cauchy—Schwarz inequality, the sum in the second term of (C.2) can be esti-
mated as

1
2

2) (ZIETaeeT‘” e ())5I2>

d
(z 0,6
=1

s|v¢|~<2||aae e <x>>|§> el

Let us recall (4.13) and that the absolute value of the second term in (C.2) can be
upper bounded by

</|V¢|2090 d$> (/Z 10347, 9+/\ @)e )||§dp($)> % €12

<991y, - VVE o, EDIEF.

As a result, we have

|[F(0+€, V9 [60) — F(0,V |0) — T (0)"¢|
i

Since H(f,€) is increasing with respect to €, when we send [{| — 0, the upper

bound in (C.3) approaches 0. This verifies the differentiability of F'(-, V¢ |60p). Thus

F(-,V¢ |6p) is also differentiable and dg F'(0, V¢ |60p) = T (0) +2hVoH(0). At last, to

show that F(-,Vé |0y) € C1(©), we only need to prove the continuity of J(6). One

only need notice that

200 Ty (T5: () TV b (x) < |99 Ty (T;: (@) + [Vo(x)|? < La(Ty (2)|0) + [V (x)|?
Ve, 10— 0| <r().
The last inequality is due to condition (3.2). Since Lo (T}, ' (2)|0)+|Vé(z)|> € L' (pg,),

then by the dominated convergence theorem, we are able to prove the continuity of
0 F(0,Vo |0o). O

N

(C.3) < IVOIL2(pg,) - VH (B0, [€]) [€]-
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LEMMA 4.7. Suppose we fix 0y € © and define

S0 = s FO.96]6).
V¢EL2(Rd;Rd,p90)

Then J is differentiable. If we denote 1y = argmax, {F(0,Vé | 0o)}, then

Vo J(0) = 9gF (0, Vibg | 0p) = 2 ( / B9 To(Ty. ()" Vibg(x) po,(x) dz + h ng(9)> .

Proof. Let us denote Zg = (Tp — Tp,) © Te?- Then for any & € R™ such that
04 &€ O, we set hye = argmax,{F'(0 + &, Ve | 6p)}. Then according to Definition
4.2, 1/39,1&9% solves

(C4) =V (ps, Vo) ==V (p9,Z0), =V - (po,Vibore) = =V - (po,Zove)-

Subtracting the two equations, then multiplying 1&9% - 1&9 on both sides and inte-
grating yields

/|V1/A)0+5 — Vo> pg, dz = /(V1/30+5 — Vo) - (Eoye — Eo)po, da.
Then by the Cauchy—Schwarz inequality, we derive

/\V%ﬁ — Vibo|*pg, dz < /|Ee+g — Z9|?po, dz.

Now since Zp, (v) — Zg(x) = (Toye — Tp) 0 Te_ol(:z:), by the mean value theorem, the
ith component of ZEgi¢(xz) — Eg(x) can be written as 89T9(2/\i(x)§(T9—01(x))T£ with
Ai(z) € [0,1]. Then, recalling the definition of L(6,¢€) in (4.13), we can verify

[ 1Base ~ZaPon, do= [ Toselo) - To@ldp(o) < L6, EDIEP
Thus we have the following estimation:
(C.5) [ 1Vus = VioPon, do < 160, eDIeP

Now let us consider J(0 + &) — J(6):

JO+€) = JO) = F(0+& Vipore | 00) — F (6, Vg | o)
= F(0 + & Vigse | 00) — F(0, Vibgie | 00)
A
(C.6) + F(0,Vipoie | 00) — F(0, Vg | 60).

B

Now according to Lemma 4.6, F(-,V¢ | 6;) € C1(©). By the mean value theorem,
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term A can be written as

A=F(0+E Vgie | 00)—F(0, Viare | 60)=0pF(0+7E, Vibgre | 00)€  with €0, 1]
= 99 F (0, Vg | 00)T€ + (g F (0 + 7€, Vb | o) — DgF (0, Vb | 00)) €
r1(6,€)
+ (0pF (0 + 7€, Vibose | 00) — 0gF (0 + 7€, Vb | 85)) "€
r2(0,€)

Term B can be computed as
B =F(0,Vgye | 00) — F(0, Vg | 6o)
— [ @01 = Via) 2o~ (Vhnsel = V0ol )pn, do

= 2/(V1/;0+£ — Vibg) - (2o — Vibo) g, dz — / Vo re — Vibg|*pg, da
=- / [Viore — Vol o, d.

The last equality is due to integration by parts and (C.4).
Now substituting A and B in (C.6) yields

T(0+€) = T(0) = 0o F (0, Vg | 00) +71(0,)" € +72(0,) "¢ = [|Vidore — Vol T2,y -
We can estimate
(C.1)
J(0+€) = J(8) — D F (8, Vg | 00)"¢
4 €l
Now we prove the right-hand side of (C.7) approaches 0 as € — 0. Since 89 F (-, Vbg | 0p) €

C*(©), using continuity, we know limg_o71(6,&) = 0. For r2(6, &), when || is suffi-
ciently small, we have

< [r1(0, ) +|r2(8, 6)\+

IV egre—Vibo [

r2(0,8)| = ’/59T9+r5(Ta§1(ff))T(Vz/?eJrg(x) — Vi (x))pa, (z) da

< ([ 1o0tvsec ) ( [ s~ ik, i)
<\ IZ2C10) 122 o) VIO, EDIE

The last inequality is due to (3.2) (when [¢] is small enough so that |¢] < r(¢)) and
(C.5). Using this we are able to show lime_,072(6,&) = 0. Using (C.5) again, we can
verify %l”v&gﬁ V¢9||L2 (pog) S L(6,]&)|€] — 0 as € — 0. Thus J is differentiable

at 0 and we know VyJ(0) = 9 F(0, Vg | 65). We complete the proof by applying
(4.15) of Lemma 4.6. O

LEMMA 4.8. Under assumption (4.11), the optimal solution of (4.8) 041 satisfies

Orit — O] ~o(1), e, Bim [@hr1 — 0] = 0.
[Okr1 = Ol ~o(1), e, lHm [Orpr — 6
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Proof of Lemma 4.8. Recall that the function to be minimized in (4.8) is J(0) =
W2(6,6y) + 2hH(6). If choosing 6 = 6, in (4.8), we have J(6;) = 2hH(6;). Thus
J(011) < J(03) = 2hH (0),). Since H(6y) > 0, this leads to W2(0p41,0k) < 20H (0y,).
When h is small enough, |0x11 —0k| < I71(2hH (0x)), where [~ is the inverse function
of 1 defined on [0,l(rg)]. We know [71(0) = 0 and [~! is also a continuous and
increasing function. This leads to limy,_,o+ |Og1—0k| < limy,_,o+ I71(2hH (%)) = 0. O

Appendix D. Proofs for Lemmas 5.7 and 5.8.

LEMMA 5.7. The geodesic connecting po, p1 € P(M) is described by

{8Pt + V- (Vi) =0

(5.14) t
Qe + LIVyy|? =0,

Pt|t:0 = Po, Pt|t:1 = pP1-

Using the notation py = Oypr = —V - (0t Vpr) € T, P(M), g™ (b1, pr) is constant for
0<t<1andg" (pi,pr) = W3(po,p1) for 0 <t <1.

Proof. Recall definition (2.5) of Wasserstein metric g%, g™ (o1, pr) = [ |Vi|? pt da.
Since {p;} is the geodesic on (P(M), g"), the speed g" (o4, ;) remains constant. To
directly verify this, we compute the time derivative:

0
prid Wipt,pr) = (/V¢t| Pt dﬂ?) = §|V¢t|2m d$+/\th|25tpt dx.

Using the first equation in (5.14), we obtain

/ Vr20hpe ds — / Vol - (V- (0 Vi) d = / V(Viil?) - Vibupy da.

Taking the spatial gradient of the second equation in (5.14), we have

Ou(Vy) = —V(;IVWQ).

Then

0
/§|V¢t|2ﬁ't dr = /23t(v¢t) “Vihpr dz = /*V(\V%F) -Vipipy d.

Adding them together, we verify %g (pt, pt) = 0; hence fo (pe, pr) dt = W2(po, p1)-
Thus we know g" (py, pr) = W2(po, p1) for any 0 <t < 1. 0

LEMMA 5.8. Suppose {p:} solves (5.14), and the relative entropy H in (2.8)
has potential V satisfying V2V = M. Then we have %gw(gradWH(pt)mt) >

AWZ(po, p1), or equivalently (;%H(pt) > AW (po, p1)-
Proof. Let us write

W (grady H(pe). 31) = [ V(Y + Dlog ) Vi g da.

Then

d
pr Wgrady, H(p:), pr) = p7 (/ V(V + Dlogp:) - Vb py dx)

- / (VEIV2V Vi, + Te(V24V200)) pr da.
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The second equality can be carried out by direct calculations. One can check [67] or
[68] for its complete derivation. Using V2V = A, we get

d . .
%gw(gradWH(pt),pt) > /x\lthl%t dz =X g% (pe, pr) = A\WZ(po, p1)-

The last equality is due to Lemma 5.7. By the definition of Wasserstein gradi-
ent (2.7), we have 4(p,) = g% (gradyyH(pt), pr), and we also proved jf;’i’-l(pt) >
)\WQQ(pOapl) o
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